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# Notation and Symbols

\begin{align*}
x \lor y & \quad \text{max}\{x, y\} \\
x \land y & \quad \text{min}\{x, y\} \\
x^+ & \quad x \lor 0 \\
x^- & \quad -(x \land 0) \\
[x] & \quad \text{the largest integer in } x, \text{ the integral part of } x \\
I\{A\} & \quad \text{the indicator function of the set } A \\
\text{Card}\{A\} & \quad \text{the number of elements in the set } A \\
X \overset{d}{=} Y & \quad X \text{ and } Y \text{ are equidistributed} \\
X_n \xrightarrow{\text{a.s.}} X & \quad X_n \text{ converges almost surely to } X \\
X_n \xrightarrow{p} X & \quad X_n \text{ converges in probability to } X \\
X_n \xrightarrow{d} X & \quad X_n \text{ converges in distribution to } X \\
\implies & \quad \text{weak convergence} \\
\xrightarrow{J_1} & \quad \text{weak convergence in the Skorohod } J_1\text{-topology} \\
\xrightarrow{M_1} & \quad \text{weak convergence in the Skorohod } M_1\text{-topology} \\
\sigma\{X_k, 1 \leq k \leq n\} & \quad \text{the } \sigma\text{-algebra generated by } X_1, X_2, \ldots, X_n \\
EX & \quad \text{exists} \\
\|X\|_r & \quad (E|X|^r)^{1/r} \\
\Phi(x) & \quad \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy \quad (-\infty < x < \infty) \\
W(t) & \quad \text{Brownian motion or the Wiener process} \\
i.i.d. & \quad \text{independent, identically distributed} \\
i.o. & \quad \text{infinitely often} \\
\text{iff} & \quad \text{if and only if} \\
\Box & \quad \text{end of proof}
\end{align*}
Introduction

A random walk is a sequence \( \{S_n, n \geq 0\} \) of random variables with independent, identically distributed (i.i.d.) increments \( \{X_k, k \geq 1\} \) and \( S_0 = 0 \). A Bernoulli random walk (also called a Binomial random walk or a Binomial process) is a random walk for which the steps equal 1 or 0 with probabilities \( p \) and \( q \), respectively, where \( 0 < p < 1 \) and \( p + q = 1 \). A simple random walk is a random walk for which the steps equal +1 or −1 with probabilities \( p \) and \( q \), respectively, where, again, \( 0 < p < 1 \) and \( p + q = 1 \). The case \( p = q = \frac{1}{2} \) is called the symmetric simple random walk (sometimes the coin-tossing random walk or the symmetric Bernoulli random walk). A renewal process is a random walk with nonnegative increments; the Bernoulli random walk is an example of a renewal process.

Among the oldest results for random walks are perhaps the Bernoulli law of large numbers and the De Moivre–Laplace central limit theorem for Bernoulli random walks and simple random walks, which provide information about the asymptotic behavior of such random walks. Similarly, limit theorems such as the classical law of large numbers, the central limit theorem and the Hartman–Wintner law of the iterated logarithm can be interpreted as results on the asymptotic behavior of (general) random walks.

These limit theorems all provide information about the random walks after a fixed number of steps. It is, however, from the point of view of applications, more natural to consider random walks evaluated at fixed or specific random times, and, hence, after a random number of steps. Namely, suppose we have some application in mind, which is modeled by a random walk; such applications are abundant. Let us just mention sequential analysis, queueing theory, insurance risk theory, reliability theory and the theory of counters. In all these cases one naturally studies the process (evolution) as time goes by. In particular, it is more interesting to observe the process at the time point when some “special” event occurs, such as the first time the process exceeds a given value rather than the time points when “ordinary” events occur. From this point of view it is thus more relevant to study randomly indexed random walks.
Let us make this statement a little more precise by briefly mentioning some examples, some of which will be discussed in Section 4.3 in greater detail. In the most classical one, sequential analysis, one studies a random walk until it leaves a finite interval and accepts or rejects the null hypothesis depending on where the random walk leaves this interval. Clearly the most interesting quantities are the random sample size (and, for example, the ASN, that is, the average sample number), and the random walk evaluated at the time point when the decision is made, that is, the value of the random walk when the index equals the exit time.

As for queueing theory, inventory theory, insurance risk theory or the theory of counters, the associated random walk describes the evolution of the system after a fixed number of steps, namely at the instances when the relevant objects (customers, claims, impulses, etc.) come and go. However, in real life one would rather be interested in the state of affairs at fixed or specific random times, that is, after a random number of steps. For example, it is of greater interest to know what the situation is when the queue first exceeds a given length or when the insurance company first has paid more than a certain amount of money, than to investigate the queue after 10 customers have arrived or the capital of the company after 15 claims. Some simple cases can be covered within the framework of renewal theory.

Another important application is reliability theory, where also generalizations of renewal theory come into play. In the standard example in renewal theory one considers components in a machine and assumes that they are instantly replaced upon failure. The renewal counting process then counts the number of replacements during a fixed time interval. An immediate generalization, called replacement based on age, is to replace the components at failure or at some fixed maximal age, whichever comes first. The random walk whose increments are the interreplacement times then describes the times of the first, second, etc. replacement. It is certainly more relevant to investigate, for example, the number of replacements during a fixed time interval or the number of replacements due to failure during a fixed time interval and related quantities. Further, if the replacements cause different costs depending on the reason for replacement one can study the total cost generated by these failures within this framework.

There are also applications within the theory of random walks itself. Much attention has, for example, been devoted to the theory of ladder variables, that is, the successive record times and record values of a random walk. A generalization of ladder variables and also of renewal theory and sequential analysis is the theory of first passage times across horizontal boundaries, where one considers the index of the random walk when it first reaches above a given value, $t$, say, that is, when it leaves the interval $(-\infty, t]$. This theory has applications in sequential analysis when the alternative is one-sided. A further generalization, which allows more general sequential test procedures, is obtained if one considers first passage times across more general (time dependent) boundaries.
These examples clearly motivate a need for a theory on the (limiting) behavior of randomly indexed random walks. Furthermore, in view of the immense interest and effort that has been spent on ordinary random walks, in particular, on the classical limit theorems mentioned earlier, it is obvious that it also is interesting from a purely theoretical point of view to establish such a theory. Let us further mention, in passing, that it has proved useful in certain cases to prove ordinary limit theorems by a detour via a limit theorem for a randomly indexed process.

We are thus led to the study of randomly indexed random walks because of the vast applicability, but also because it is a theory, which is interesting in its own right. It has, however, not yet found its way into books on probability theory.

The purpose of this book is to present the theory of limit theorems for randomly indexed random walks, to show how these results can be used to prove limit theorems for renewal counting processes, first passage time processes for random walks with positive drift and certain two-dimensional random walks and, finally, how these results, in turn, are useful in various kinds of applications.

Let us now make a brief description of the contents of the book.

Let \( \{S_n, n \geq 0\} \) be a random walk and \( \{N(t), t \geq 0\} \) a family of random indices. The randomly indexed random walk then is the family

\[
\{S_{N(t)}, t \geq 0\}. \tag{1}
\]

Furthermore, we do not make any assumption about independence between the family of indices and the random walk. In fact, in the typical case the random indices are defined in terms of the random walk; for example, as the first time some special event occurs.

An early (the first?) general limit theorem for randomly indexed families of random variables is the theorem of Anscombe (1952), where sequential estimation is considered. Later, Rényi (1957), motivated by a problem on alternating renewal processes, stated and proved a version of Anscombe’s theorem for random walks, which runs as follows:

Let \( \{S_n, n \geq 0\} \) be a random walk whose (i.i.d.) increments have mean 0 and positive, finite variance \( \sigma^2 \). Further, suppose that \( \{N(t), t \geq 0\} \) is a family of positive, integer valued random variables, such that

\[
N(t) \xrightarrow{p} \theta \quad (0 < \theta < \infty) \quad \text{as } t \to \infty. \tag{2}
\]

Then \( S_{N(t)}/\sqrt{N(t)} \) and \( S_{N(t)}/\sqrt{t} \) are both asymptotically normal with mean 0 and variances \( \sigma^2 \) and \( \sigma^2 \cdot \theta \), respectively.

There exist, of course, more general versions of this result. We are, however, not concerned with them in the present context.

A more general problem is as follows: Given a sequence of random variables \( \{Y_n, n \geq 1\} \), such that \( Y_n \to Y \) as \( n \to \infty \) and a family of random indices
\{N(t), t \geq 0\}, such that \(N(t) \to \infty\) as \(t \to \infty\), when is it possible to conclude that
\[Y_{N(t)} \to Y \quad \text{as} \quad t \to \infty?\] (3)

The convergence mode in each case may be one of the four standard ones; a.s. convergence, convergence in probability, in \(L^r\) (in \(r\)-mean) and in distribution. For example, Anscombe’s theorem above is of that kind; condition (2) implies that \(N(t) \xrightarrow{p} \infty\) as \(t \to \infty\).

The first general investigation of this class of problems is due to Richter (1965). We begin Chapter 1 by reviewing some of his results, after which we turn our attention to randomly indexed random walks. Now, in order to prove theorems on uniform integrability and moment convergence for randomly indexed random walks under minimal conditions it turns out that it is necessary that the indices are stopping times, that is, that they do not depend on the future. We call a random walk thus indexed a stopped random walk. Since the other limit theorems hold for random walks indexed by more general families of random variables, it follows, as an unfortunate consequence, that the title of this book is a little too restrictive; on the other hand, from the point of view of applications it is natural that the stopping procedure does not depend on the future. The stopped random walk is thus what we should have to mind.

To make the treatise more self-contained we include some general background material for renewal processes and random walks. This is done in Chapter 2. After some introductory material we give, in the first half of the chapter, a survey of the general theory for renewal processes. However, no attempt is made to give a complete exposition. Rather, we focus on the results which are relevant to the approach of this book. Proofs will, in general, only be given in those cases where our findings in Chapter 1 can be used. For more on renewal processes we refer to the books by Feller (1968, 1971), Prabhu (1965), Çinlar (1975), Jagers (1975) and Asmussen (2003). The pioneering work of Feller (1949) on recurrent events is also important in this context.

In the second half of Chapter 2 we survey some of the general theory for random walks in the same spirit as that of the first half of the chapter.

A major step forward in the theory of random walks was taken in the 1950s when classical fluctuation theory, combinatorial methods, Wiener–Hopf factorization, etc. were developed. Chung and Fuchs (1951) introduced the concepts of possible points and recurrent points and showed, for example, that either all (suitably interpreted) or none of the points are recurrent (persistent), see also Chung and Ornstein (1962). Sparre Andersen (1953a,b, 1954) and Spitzer (1956, 1960, 1976) developed fluctuation theory by combinatorial methods and Tauberian theorems. An important milestone here is Spitzer (1976), which in its first edition appeared in 1964. These parts of random walk theory are not covered in this book; we refer to the work cited above and to the books by Feller (1968, 1971), Prabhu (1965) and Chung (1974).
We begin instead by classifying random walks as transient or recurrent and then as drifting or oscillating. We introduce ladder variables, the sequences of partial maxima and partial minima and prove some general limit theorems for those sequences.

A more exhaustive attempt to show the usefulness of the results of Chapter 1 is made in Chapter 3, where we extend renewal theoretic results to random walks \( \{S_n, n \geq 0\} \) on the whole real line. We assume throughout that the random walk drifts to \(+\infty\). In general we assume, in addition, that the increments \( \{X_k, k \geq 1\} \) have positive, finite mean (or, at least, that \( E(X^{-1}_1) < \infty \)).

There are several ways of making such extensions; the most immediate one is, in our opinion, based on the family of first passage times \( \{\nu(t), t \geq 0\} \) defined by

\[
\nu(t) = \min\{n: S_n > t\}. \tag{4}
\]

Following are some arguments supporting this point of view.

For renewal processes one usually studies the (renewal) counting process \( \{N(t), t \geq 0\} \) defined by

\[
N(t) = \max\{n: S_n \leq t\}. \tag{5}
\]

Now, since renewal processes have nonnegative increments one has, in this case, \( \nu(t) = N(t) + 1 \) and then one may study either process and make inference about the other. However, in order to prove certain results for counting processes one uses (has to use) stopping times, in which case one introduces first passage time processes in the proofs. It is thus, mathematically, more convenient to work with first passage time processes.

Secondly, many of the problems in renewal theory are centered around the renewal function \( U(t) = \sum_{n=1}^{\infty} P(S_n \leq t) (= EN(t)) \), which is finite for all \( t \). However, for random walks it turns out that it is necessary that \( E(X^{-1}_1)^2 < \infty \) for this to be the case. An extension of the so-called elementary renewal theorem, based on \( U(t) \), thus requires this additional condition and, thus, cannot hold for all random walks under consideration. A final argument is that some very important random time points considered for random walks are the ladder epochs, where, in fact, the first strong ascending ladder epoch is \( \nu(0) \).

So, as mentioned above, our extension of renewal theory is based on the family of first passage times \( \{\nu(t), t \geq 0\} \) defined in (4). In Chapter 3 we investigate first passage time processes and the associated families of stopped random walks \( \{S_{\nu(t)}, t \geq 0\} \), thus obtaining what one might call a renewal theory for random walks with positive drift. Some of the results generalize the analogs for renewal processes, some of them, however, do (did) not exist earlier for renewal processes. This is due to the fact that some of the original proofs for renewal processes depended heavily on the fact that the increments were nonnegative, whereas more modern methods do not require this.

Just as for Chapter 1 we may, in fact, add that a complete presentation of this theory has not been given in books before.
Before we proceed to describe the contents of the remaining chapters, we pause a moment in order to mention something that is not contained in the book. Namely, just as we have described above that one can extend renewal theory to drifting random walks it turns out that it is also possible to do so for oscillating random walks, in particular for those whose increments have mean 0.

However, these random walks behave completely differently compared to the drifting ones. For example, when the mean equals 0 the random walk is recurrent and every (possible) finite interval is visited infinitely often almost surely, whereas drifting random walks are transient and every finite interval is only visited finitely often. Secondly, our approach, which is based on the limit theorems for stopped random walks obtained in Chapter 1, requires the relation (2). Now, for oscillating random walks with finite variance, the first passage time process belongs to the domain of attraction of a positive stable law with index $\frac{1}{2}$, that is, (2) does not hold. For drifting random walks, however, (2) holds for counting processes as well as for first passage time processes.

The oscillating random walk thus yields a completely different story. There exists, however, what might be called a renewal theory for oscillating random walks. We refer the interested reader to papers by Port and Stone (1967), Ornstein (1969a,b) and Stone (1969) and the books by Revuz (1975) and Spitzer (1976), where renewal theorems are proved for a generalized renewal function. For asymptotics of first passage time processes, see e.g. Erdős and Kac (1946), Feller (1968) and Teicher (1973).

Chapter 4 consists of four main parts, each of which corresponds to a major generalization or extension of the results derived earlier. In the first part we investigate a class of two-dimensional random walks. Specifically, we establish limit theorems of the kind discussed in Chapter 3 for the process obtained by considering the second component of a random walk evaluated at the first passage times of the first component (or vice versa). Thus, let $\{(U_n,V_n), n \geq 0\}$ be a two-dimensional random walk, suppose that the increments of the first component have positive mean and define

$$
\tau(t) = \min\{n: U_n > t\} \quad (t \geq 0).
$$

The process of interest then is $\{V_{\tau(t)}, t \geq 0\}$.

Furthermore, if, in particular, $\{U_n, n \geq 0\}$ is a renewal process, then it is also possible to obtain results for $\{V_{M(t)}, t \geq 0\}$, where

$$
M(t) = \max\{n: U_n \leq t\} \quad (t \geq 0)
$$

(note that $\tau(t) = M(t) + 1$ in this case).

Interestingly enough, processes of the above kind arise in a variety of contexts. In fact, the motivation for the theoretical results of the first part of the chapter (which is largely based on Gut and Janson (1983)) comes through the work on a problem in the theory of chromatography (Gut and
Ahlberg (1981)), where a special case of two-dimensional random walks was considered (the so-called alternating renewal process). Moreover, it turned out that various further applications of different kinds could be modeled in the more general framework of the first part of the chapter. In the second part of the chapter we present a number of these applications.

A special application from within probability theory itself is given by the sequence of partial maxima \( \{M_n, n \geq 0\} \), defined by

\[
M_n = \max\{0, S_1, S_2, \ldots, S_n\}.
\]

(8)

Namely, a representation formula obtained in Chapter 2 allows us to treat this sequence in the setup of the first part of Chapter 4 (provided the underlying random walk drifts to \(+\infty\)). However, the random indices are not stopping times in this case; the framework is that of \( \{V_M(t), t \geq 0\} \) as defined through (7). In the third part of the chapter we apply the results from the first part, thus obtaining limit theorems for \( M_n \) as \( n \to \infty \) when \( \{S_n, n \geq 0\} \) is a random walk whose increments have positive mean. These results supplement those obtained earlier in Chapter 2.

In the final part of the chapter we study first passage times across time-dependent barriers, the typical case being

\[
\nu(t) = \min\{n: S_n > tn^\beta\} \quad (0 \leq \beta < 1, t \geq 0),
\]

(9)

where \( \{S_n, n \geq 0\} \) is a random walk whose increments have positive mean. The first more systematic investigation of such stopping times was made in Gut (1974a). Here we extend the results obtained in Chapter 3 to this case.

We also mention that first passage times of this more general kind provide a starting point for what is sometimes called nonlinear renewal theory, see Lai and Siegmund (1977, 1979), Woodroofe (1982) and Siegmund (1985).

Just as before the situation is radically different when \( EX_1 = 0 \). Some investigations concerning the first passage times defined in (9) have, however, been made in this case for the two-sided versions \( \min\{n: |S_n| > tn^\beta\} \) \((0 < \beta \leq 1/2)\). Some references are Breiman (1965), Chow and Teicher (1966), Gundy and Siegmund (1967), Lai (1977) and Brown (1969). Note also that the case \( \beta = 1/2 \) is of special interest here in view of the central limit theorem.

Beginning with the work of Erdős and Kac (1946) and Donsker (1951) the central limit theorem has been generalized to functional limit theorems, also called weak invariance principles. The standard reference here is Billingsley (1968, 1999). The law of the iterated logarithm has been generalized analogously into a so-called strong invariance principle by Strassen (1964), see also Stout (1974). In Chapter 5 we present corresponding generalizations for the processes discussed in the earlier chapters.

A final Chapter 6 is devoted to analogous results for perturbed random walks, which can be viewed as a random walk plus “noise”, roughly speaking, as \( \mathcal{O}(n) + o(n) \). The classical limit theorems as well as moment considerations
are proved and discussed in this setting. A special case is also treated and some applications to repeated significance tests are presented. The chapter closes with an outlook on further extensions and generalizations.

The book concludes with two appendices containing some prerequisites which might not be completely familiar to everyone.
1

Limit Theorems for Stopped Random Walks

1.1 Introduction

Classical limit theorems such as the law of large numbers, the central limit theorem and the law of the iterated logarithm are statements concerning sums of independent and identically distributed random variables, and thus, statements concerning random walks. Frequently, however, one considers random walks evaluated after a random number of steps. In sequential analysis, for example, one considers the time points when the random walk leaves some given finite interval. In renewal theory one considers the time points generated by the so-called renewal counting process. For random walks on the whole real line one studies first passage times across horizontal levels, where, in particular, the zero level corresponds to the first ascending ladder epoch. In reliability theory one may, for example, be interested in the total cost for the replacements made during a fixed time interval and so on.

It turns out that the limit theorems mentioned above can be extended to random walks with random indices. Frequently such limit theorems provide a limiting relation involving the randomly indexed sequence as well as the random index, but if it is possible to obtain a precise estimate for one of them, one can obtain a limit theorem for the other. For example, if a process is stopped when something “rather precise” occurs one would hope that it might be possible to replace the stopped process by something deterministic, thus obtaining a result for the family of random indices.

Such limit theorems seem to have been first used in the 1950s by F.J. Anscombe (see Section 1.3 below), D. Blackwell in his extension of his renewal theorem (see Theorem 3.6.6 below) and A. Rényi in his proof of a theorem of Takács (this result will be discussed in a more general setting in Chapter 4). See also Smith (1955). Since then this approach has turned out to be increasingly useful. The literature in the area is, however, widely scattered.

The aim of the first chapter of this book is twofold. Firstly it provides a unified presentation of the various limit theorems for (certain) randomly indexed random walks, which is a theory in its own right. Secondly it will serve
as a basis for the chapters to follow. Let us also, in passing, mention that it has proved useful in various contexts to prove ordinary limit theorems by first proving them for randomly indexed processes and then by some approximation procedure arrive at the desired result.

Let us now introduce the notion of a stopped random walk—the central object of the book. As a preliminary observation we note that the renewal counting process, mentioned above is not a family of stopping times, whereas the exit times in sequential analysis, or the first passage times for random walks are stopping times; the counting process depends on the future, whereas the other random times do not (for the definition of a stopping time we refer to Section A.2).

Now, for all limits theorems below, which do not involve convergence of moments or uniform integrability, the stopping time property is of no relevance. It is in connection with theorems on uniform integrability that the stopping time property is essential (unless one requires additional assumptions). Since our main interest is the case when the family of random indices is, indeed, a family of stopping times we call a random walk thus indexed a stopped random walk. We present, however, our results without the stopping time assumption whenever this is possible. As a consequence the heading of this chapter (and of the book) is a little too restrictive, but, on the other hand, it captures the heart of our material.

Before we begin our presentation of the limit theorems for stopped random walks we shall consider the following, more general problem:

Let \((\Omega, \mathcal{F}, P)\) be a probability space, let \(\{Y_n, n \geq 1\}\) be a sequence of random variables and let \(\{N(t), t \geq 0\}\) be a family of positive, integer valued random variables. Suppose that

\[ Y_n \to Y \quad \text{in some sense as } n \to \infty \quad (1.1) \]

and that

\[ N(t) \to +\infty \quad \text{in some sense at } t \to \infty. \quad (1.2) \]

When can we conclude that

\[ Y_{N(t)} \to Y \quad \text{in some sense as } t \to \infty? \quad (1.3) \]

Here “in some sense” means one of the four standard convergence modes; almost surely, in probability, in distribution or in \(L^r\).

After presenting some general answers and counterexamples when the question involves a.s. convergence and convergence in probability we turn our attention to stopped random walks. Here we shall consider all four convergence modes and also, but more briefly, the law of the iterated logarithm and complete convergence.
The first elementary result of the above kind seems to be the following:

**Theorem 1.1.** Let \( \{Y_n, n \geq 1\} \) be a sequence of random variables such that

\[
Y_n \xrightarrow{d} Y \quad \text{as} \quad n \to \infty. \tag{1.4}
\]

Suppose further that \( \{N(t), t \geq 0\} \) is a family of positive, integer valued random variables, independent of \( \{Y_n, n \geq 1\} \) and such that

\[
N(t) \xrightarrow{p} +\infty \quad \text{as} \quad t \to \infty. \tag{1.5}
\]

Then

\[
Y_{N(t)} \xrightarrow{d} Y \quad \text{as} \quad t \to \infty. \tag{1.6}
\]

**Proof.** Let \( \varphi_U \) denote the characteristic function of the random variable \( U \). By the independence assumption we have

\[
\varphi_{Y_{N(t)}}(u) = \sum_{k=1}^{\infty} E(e^{iuY_k}|N(t) = k) \cdot P(N(t) = k)
\]

\[
= \sum_{k=1}^{\infty} \varphi_{Y_k}(u) \cdot P(N(t) = k).
\]

Now, choose \( k_0 \) so large that \( |\varphi_{Y_k}(u) - \varphi_{Y}(u)| \leq \varepsilon \) for \( k > k_0 \) and then \( t_0 \) so large that \( P(N(t) \leq k_0) < \varepsilon \) for \( t > t_0 \). We then obtain

\[
|\varphi_{Y_{N(t)}}(u) - \varphi_{Y}(u)| = \left| \sum_{k=1}^{\infty} (\varphi_{Y_k}(u) - \varphi_{Y}(u)) \cdot P(N(t) = k) \right|
\]

\[
\leq \sum_{k=1}^{k_0} |\varphi_{Y_k}(u) - \varphi_{Y}(u)| \cdot P(N(t) = k)
\]

\[
+ \sum_{k=k_0+1}^{\infty} |\varphi_{Y_k}(u) - \varphi_{Y}(u)| \cdot P(N(t) = k)
\]

\[
\leq 2 \cdot P(N(t) \leq k_0) + \varepsilon \cdot P(N(t) > k_0)
\]

\[
\leq 2 \cdot \varepsilon + \varepsilon \cdot 1 = 3\varepsilon,
\]

which in view of the arbitrariness of \( \varepsilon \) proves the conclusion. \( \Box \)

We have thus obtained a positive result under minimal assumptions provided \( \{Y_n, n \geq 1\} \) and \( \{N(t), t \geq 0\} \) are assumed to be independent of each other. In the remainder of this chapter we therefore make no such assumption.
The simplest case is when one has a.s. convergence for the sequences or families of random variables considered in (1.1) and (1.2). In the following, let \( \{Y_n, n \geq 1\} \) be a sequence of random variables and \( \{N(t), t \geq 0\} \) a family of positive, integer valued random variables.

**Theorem 2.1.** Suppose that

\[
Y_n \xrightarrow{\text{a.s.}} Y \quad \text{as} \quad n \to \infty \quad \text{and} \quad N(t) \xrightarrow{\text{a.s.}} +\infty \quad \text{as} \quad t \to \infty. \tag{2.1}
\]

Then

\[
Y_{N(t)} \xrightarrow{\text{a.s.}} Y \quad \text{as} \quad t \to \infty. \tag{2.2}
\]

**Proof.** Let \( A = \{\omega: Y_n(\omega) \to Y(\omega)\} \), \( B = \{\omega: N(t, \omega) \to +\infty\} \) and \( C = \{\omega: Y_{N(t, \omega)}(\omega) \to Y(\omega)\} \). Then \( C \subset A \cup B \), which proves the assertion. \( \square \)

The problem of what happens if one of \( \{Y_n, n \geq 1\} \) and \( \{N(t), t \geq 0\} \) converges in probability and the other one converges almost surely is a little more delicate. The following result is due to Richter (1965).

**Theorem 2.2.** Suppose that

\[
Y_n \xrightarrow{\text{a.s.}} Y \quad \text{as} \quad n \to \infty \quad \text{and} \quad N(t) \xrightarrow{\text{p}} +\infty \quad \text{as} \quad t \to \infty. \tag{2.3}
\]

Then

\[
Y_{N(t)} \xrightarrow{\text{p}} Y \quad \text{as} \quad t \to \infty. \tag{2.4}
\]

**Proof.** We shall prove that every subsequence of \( Y_{N(t)} \) contains a further subsequence which converges almost surely, and hence also in probability, to \( Y \). (This proves the theorem; see, however, the discussion following the proof.)

Since \( N(t) \xrightarrow{\text{p}} \infty \) we have \( N(t_k) \xrightarrow{\text{p}} \infty \) for every subsequence \( \{t_k, k \geq 1\} \). Now, from this subsequence we can always select a subsequence \( \{t_{kj}, j \geq 1\} \) such that \( N(t_{kj}) \xrightarrow{\text{a.s.}} \infty \) as \( j \to \infty \) (see e.g. Gut (2007), Theorem 5.3.4).

Finally, since \( Y_n \xrightarrow{\text{a.s.}} Y \) as \( n \to \infty \) it follows by Theorem 2.1 that \( Y_{N(t_{kj})} \xrightarrow{\text{a.s.}} Y \) and, hence, that \( Y_{N(t_{kj})} \xrightarrow{\text{p}} Y \) as \( j \to \infty \). \( \square \)

Let \( \{x_n, n \geq 1\} \) be a sequence of reals. From analysis we know that \( x_n \to x \) as \( n \to \infty \) if and only if each subsequence of \( \{x_n\} \) contains a subsequence which converges to \( x \). In the proof of Theorem 2.2 we used the corresponding result for convergence in probability. Actually, we did more; we showed that each subsequence of \( Y_{N(t)} \) contains a subsequence which, in fact, is almost surely convergent. Yet we only concluded that \( Y_{N(t)} \) converges in probability.

To clarify this further we first observe that, since \( Y_n \xrightarrow{\text{p}} Y \) is equivalent to

\[
E \frac{|Y_n - Y|}{1 + |Y_n - Y|} \to 0 \quad \text{as} \quad n \to \infty
\]
(see e.g. Gut (2007), Section 5.7) it follows that \( Y_n \xrightarrow{p} Y \) as \( n \to \infty \) iff for each subsequence of \( \{Y_n\} \) there exists a subsequence converging in probability to \( Y \).

However, the corresponding result is not true for almost sure convergence as is seen by the following example, given to me by Svante Janson.

**Example 2.1.** Let \( \{Y_n, n \geq 1\} \) be a sequence of independent random variables such that \( Y_n \in \text{Be}(1/n) \), that is, \( P(Y_n = 1) = 1/n \) and \( P(Y_n = 0) = 1 - 1/n \). Clearly \( Y_n \to 0 \) in probability but not almost surely as \( n \to \infty \). Nevertheless, for each subsequence we can select a subsequence which converges almost surely to 0.

This still raises the question whether the conclusion of Theorem 2.2 can be sharpened or not. The following example shows that it cannot be.

**Example 2.2.** Let \( \Omega = [0, 1] \), \( \mathcal{F} \) the \( \sigma \)-algebra of measurable subsets of \( \Omega \) and \( P \) the Lebesgue measure. Set

\[
Y_n(\omega) = \begin{cases} 
\frac{1}{m+1}, & \text{if } \frac{j}{2^m} \leq \omega < \frac{j+1}{2^m}, \\
0, & \text{otherwise},
\end{cases}
\]

where \( n = 2^m + j, \ 0 \leq j \leq 2^m - 1 \), and define

\[
N(t, \omega) = \begin{cases} 
1, & \text{if } \frac{s}{2^r} \leq \omega < \frac{s+1}{2^r}, \\
\min\{k: k \geq 2^t \text{ and } Y_k(\omega) > 0\}, & \text{otherwise},
\end{cases}
\]

where \( t = 2^r + s, \ 0 \leq s \leq 2^r - 1 \).

Then \( Y_n \xrightarrow{a.s.} 0 \) as \( n \to \infty \) and \( N(t) \xrightarrow{p} \infty \) as \( t \to \infty \). It follows that

\[
Y_{N(t, \omega)}(\omega) = \begin{cases} 
1, & \text{if } \frac{s}{2^r} \leq \omega < \frac{s+1}{2^r}, \\
\frac{1}{t+1}, & \text{otherwise},
\end{cases}
\]

where \( t = 2^r + s, \ 0 \leq s \leq 2^r - 1 \), and it is now easy to see that \( Y_{N(t)} \) converges to 0 in probability but, since \( P(Y_{N(t)} = 1 \text{ i.o.)} = 1 \), \( Y_{N(t)} \) does not converge almost surely as \( t \to \infty \).

The above example, due to Richter (1965), is mentioned here because of its close connection with Example 2.4 below. The following, simpler, example with the same conclusion as that of Example 2.2, is due to Svante Janson.

**Example 2.3.** Let \( P(Y_n = 1/n) = 1 \). Clearly \( Y_n \xrightarrow{a.s.} 0 \) as \( n \to \infty \). For any family \( \{N(t), t \geq 0\} \) of positive, integer valued random variables we have \( Y_{N(t)} = 1/N(t) \), which converges a.s. (in probability) to 0 as \( t \to \infty \) iff \( N(t) \to \infty \) a.s. (in probability) as \( t \to \infty \).

These examples thus demonstrate that Theorem 2.2 is sharp. In the remaining case, that is when \( Y_n \xrightarrow{p} Y \) as \( n \to \infty \) and \( N(t) \xrightarrow{a.s.} +\infty \) as \( t \to \infty \), there is no general theorem as the following example (see Richter (1965)) shows.
Example 2.4. Let the probability space be the same as that of Example 2.2, set
\[ Y_n = \begin{cases} 1, & \text{if } \frac{j}{2m} \leq \omega < \frac{j+1}{2m}, \\ 0, & \text{otherwise}, \end{cases} \]
where \( n = 2^m + j, \ 0 \leq j \leq 2^m - 1, \)
and let \( N(t) = \min\{k: k \geq 2^t \text{ and } Y_k > 0\}. \)

As in Example 2.2, we find that \( Y_n \) converges to 0 in probability but not almost surely as \( n \to \infty. \) Also \( N(t) \xrightarrow{\text{a.s.}} +\infty \) as \( t \to \infty. \)

As for \( Y_{N(t)} \) we find that \( Y_{N(t)} = 1 \) a.s. for all \( t, \) that is, no limiting result like those above can be obtained.

In the following theorem we present some applications of Theorem 2.1, which will be of use in the sequel.

Theorem 2.3. Let \( \{X_k, k \geq 1\} \) be i.i.d. random variables and let \( \{S_n, n \geq 1\} \) be their partial sums. Further, suppose that \( N(t) \xrightarrow{\text{a.s.}} +\infty \) as \( t \to \infty. \)

(i) If \( E|X_1|^r < \infty, r > 0, \) then
\[ \frac{X_{N(t)}}{(N(t))^{1/r}} \xrightarrow{\text{a.s.}} 0 \text{ as } t \to \infty. \] (2.5)

If, moreover,
\[ \frac{N(t)}{t} \xrightarrow{\text{a.s.}} \theta \quad (0 < \theta < \infty) \text{ as } t \to \infty, \] (2.6)
then
\[ \frac{X_{N(t)}}{t^{1/r}} \xrightarrow{\text{a.s.}} 0 \text{ as } t \to \infty. \] (2.7)

(ii) If \( E|X_1|^r < \infty \) (0 < \( r < 2 \)) and \( EX_1 = 0 \) when \( 1 \leq r < 2, \) then
\[ \frac{S_{N(t)}}{(N(t))^{1/r}} \xrightarrow{\text{a.s.}} 0 \text{ as } t \to \infty. \] (2.8)

If, furthermore, (2.6) holds, then
\[ \frac{S_{N(t)}}{t^{1/r}} \xrightarrow{\text{a.s.}} 0 \text{ as } t \to \infty. \] (2.9)

(iii) If \( E|X_1| < \infty \) and \( EX_1 = \mu, \) then
\[ \frac{S_{N(t)}}{N(t)} \xrightarrow{\text{a.s.}} \mu \text{ as } t \to \infty. \] (2.10)
If, furthermore, (2.6) holds, then
\[
\frac{S_{N(t)}}{t} \xrightarrow{a.s.} \mu \cdot \theta \quad \text{as} \quad t \to \infty. \tag{2.11}
\]

Proof. (i) By assumption we have
\[
\sum_{n=1}^{\infty} P(|X_1| > \varepsilon n^{1/r}) < \infty \quad \text{for all } \varepsilon > 0, \tag{2.12}
\]
which in view of the stationarity is equivalent to
\[
\sum_{n=1}^{\infty} P(|X_n| > \varepsilon n^{1/r}) < \infty \quad \text{for all } \varepsilon > 0, \tag{2.13}
\]
which in view of independence and the Borel–Cantelli lemma is equivalent to
\[
\frac{X_n}{n^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad n \to \infty. \tag{2.14}
\]
An application of Theorem 2.1 concludes the proof of the first half and the second half is immediate.

(ii) By the Kolmogorov–Marcinkiewicz–Zygmund strong law of large numbers (see e.g. Gut (2007), Theorem 6.7.1, or Loève (1977), p. 255) we have
\[
\frac{S_n}{n^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad n \to \infty, \tag{2.15}
\]
which together with Theorem 2.1 yields the first statement, from which the second one follows immediately.

(iii) The strong law of large numbers and Theorem 2.1 together yield (2.10). As for (2.11) we have, by (2.9) and (2.6),
\[
\frac{S_{N(t)}}{t} = \frac{S_{N(t)} - \mu N(t)}{t} + \frac{\mu N(t)}{t} \xrightarrow{a.s.} 0 + \mu \theta = \mu \theta \quad \text{as} \quad t \to \infty \tag{2.16}
\]
and the proof is complete. \qed

The final result of this section is a variation of Theorem 2.1. Here we assume that \(N(t)\) converges a.s. to an a.s. finite random variable as \(t \to \infty\).

**Theorem 2.4.** Suppose that
\[
N(t) \xrightarrow{a.s.} N \quad \text{as} \quad t \to \infty, \tag{2.17}
\]
where \(N\) is an a.s. finite random variable. Then, for any sequence \(\{Y_n, n \geq 1\}\),
\[
Y_{N(t)} \xrightarrow{a.s.} Y_N \quad \text{as} \quad t \to \infty. \tag{2.18}
\]
Proof. Let \( A = \{ \omega : N(t, \omega) \to N(\omega) \} \) and let \( \omega \in A \). Since all indices are integer valued it follows that
\[
N(t, \omega) = N(\omega) \quad \text{for all } t > t_0(\omega)
\]
and hence that, in fact,
\[
Y_{N(t,\omega)}(\omega) = Y_{N(\omega)}(\omega) \quad \text{for } t > t_0(\omega),
\]
which proves the assertion. \( \square \)

1.3 Anscombe’s Theorem

In this section we shall be concerned with a sequence \( \{Y_n, n \geq 1\} \) of random variables converging in distribution, which is indexed by a family \( \{N(t), t \geq 0\} \) of random variables. The first result not assuming independence between \( \{Y_n, n \geq 1\} \) and \( \{N(t), t \geq 0\} \) is due to Anscombe (1952) and can be described as follows: Suppose that \( \{Y_n, n \geq 1\} \) is a sequence of random variables converging in distribution to \( Y \). Suppose further that \( \{N(t), t \geq 0\} \) are positive, integer valued random variables such that \( N(t)/n(t) \xrightarrow{p} 1 \) as \( t \to \infty \), where \( \{n(t)\} \) is a family of positive numbers tending to infinity. Finally, suppose that
\[
(A) \quad \begin{cases} 
\text{Given } \varepsilon > 0 \text{ and } \eta > 0 \text{ there exist } \delta > 0 \text{ and } n_0, \text{ such that} \\
P \left( \max_{m: |m-n|<n\delta} |Y_m - Y_n| > \varepsilon \right) < \eta, \quad \text{for all } n > n_0.
\end{cases}
\]

Then \( Y_{N(t)} \) converges in distribution to \( Y \) as \( t \to \infty \).

Anscombe calls condition \( (A) \) uniform continuity in probability of \( \{Y_n\} \); it is now frequently called “the Anscombe condition.”

This theorem has been generalized in various ways. Here we shall confine ourselves to stating and proving the theorem for the case which will be useful for our purposes, namely the case when

(a) \( Y_n \) equals a normalized sum of i.i.d. random variables (a normalized random walk) with finite variance,

(b) \( n(t) = t \);

this yields a central limit theorem for stopped random walks.

The following version of Anscombe’s theorem was given by Rényi (1957), who also presented a direct proof of the result. Note that condition \( (A) \) is not assumed in the statement of the theorem. The proof below is a slight modification of Rényi’s original proof, see also Chung (1974), pp. 216–217 or Gut (2007), Theorem 7.3.2. The crucial estimate, which is an application of Kolmogorov’s inequality yields essentially the estimate required to prove that condition \( (A) \) is automatically satisfied in this case.
**Theorem 3.1.** Let \( \{X_k, k \geq 1\} \) be a sequence of i.i.d. random variables with mean 0 and variance \( \sigma^2 \) \( (0 < \sigma^2 < \infty) \) and let \( \{S_n, n \geq 1\} \) denote their partial sums. Further, assume that

\[
\frac{N(t)}{t} \overset{p}{\to} \theta \quad (0 < \theta < \infty) \quad \text{as} \quad t \to \infty.
\]  

Then

(i) \[
\frac{S_{N(t)}}{\sigma \sqrt{N(t)}} \overset{d}{\to} N(0, 1) \quad \text{as} \quad t \to \infty,
\]

(ii) \[
\frac{S_{N(t)}}{\sigma \sqrt{t \theta}} \overset{d}{\to} N(0, 1) \quad \text{as} \quad t \to \infty.
\]

**Proof.** We assume, without restriction, that \( \sigma^2 = 1 \). Set \( n_0 = \lfloor \theta t \rfloor \). Then

\[
\frac{S_{N(t)}}{\sqrt{N(t)}} = \left( \frac{S_{n_0}}{\sqrt{n_0}} + \frac{S_{N(t)} - S_{n_0}}{\sqrt{n_0}} \right) \cdot \sqrt{n_0 / N(t)}.
\]  

Since \( S_{n_0} / \sqrt{n_0} \) (also) converges in distribution to the standard normal distribution and since the right-most factor converges in probability to 1 as \( t \to \infty \) it remains to show that

\[
\frac{S_{N(t)} - S_{n_0}}{\sqrt{n_0}} \overset{p}{\to} 0 \quad \text{as} \quad t \to \infty.
\]  

To this end, let \( \varepsilon, 0 < \varepsilon < 1/3 \), be given and set \( n_1 = \lfloor n_0(1 - \varepsilon^3) \rfloor + 1 \) and \( n_2 = \lfloor n_0(1 + \varepsilon^3) \rfloor \). Now,

\[
P(|S_{N(t)} - S_{n_0}| > \varepsilon \sqrt{n_0})
= P(|S_{N(t)} - S_{n_0}| > \varepsilon \sqrt{n_0}, \ N(t) \in [n_1, n_2])
+ P(|S_{N(t)} - S_{n_0}| > \varepsilon \sqrt{n_0}, \ N(t) \notin [n_1, n_2])
\leq P \left( \max_{n_1 \leq n \leq n_0} |S_n - S_{n_0}| > \varepsilon \sqrt{n_0} \right) + P \left( \max_{n_0 \leq n \leq n_2} |S_n - S_{n_0}| > \varepsilon \sqrt{n_0} \right)
+ P(N(t) \notin [n_1, n_2]).
\]

By Kolmogorov’s inequality (cf. e.g. Gut (2007), Theorem 3.1.6) the first two probabilities in the right most member are majorized by \( (n_0 - n_1)/\varepsilon^2 n_0 \) and \( (n_2 - n_0)/\varepsilon^2 n_0 \) respectively, that is, by \( \varepsilon \), and, by assumption, the last probability is smaller than \( \varepsilon \) for \( t \) sufficiently large. Thus, if \( t_0 \) is sufficiently large we have

\[
P(|S_{N(t)} - S_{n_0}| > \varepsilon \sqrt{n_0}) < 3\varepsilon \quad \text{for all} \quad t > t_0,
\]  

which concludes the proof of (i). Since (ii) follows from (i) and Cramér’s theorem we are done. \( \square \)
We conclude this section by stating, without proof, a version of Anscombe’s theorem for the case when the distribution of the summands belongs to the domain of attraction of a stable distribution.

**Theorem 3.2.** Let \( \{X_k, k \geq 1\} \) be a sequence of i.i.d. random variables with mean 0 and let \( S_n = \sum_{k=1}^{n} X_k, n \geq 1 \). Suppose that \( \{B_n, n \geq 1\} \) is a sequence of positive normalizing coefficients such that

\[
\frac{S_n}{B_n} \xrightarrow{d} G_\alpha \quad \text{as} \quad n \to \infty,
\]

where \( G_\alpha \) is (a random variable distributed according to) a stable law with index \( \alpha, 1 < \alpha \leq 2 \). Further, assume that

\[
\frac{N(t)}{t} \xrightarrow{p} \theta \quad (0 < \theta < \infty) \quad \text{as} \quad t \to \infty.
\]

Then

(i) \[
\frac{S_{N(t)}}{B_{N(t)}} \xrightarrow{d} G_\alpha \quad \text{as} \quad t \to \infty,
\]

(ii) \[
\frac{S_{N(t)}}{B_{[\theta t]}} \xrightarrow{d} G_\alpha \quad \text{as} \quad t \to \infty.
\]

### 1.4 Moment Convergence in the Strong Law and the Central Limit Theorem

It is well known that, for example, almost sure convergence and convergence in distribution do not imply that moments converge. An additional requirement for this to be the case is that the sequence of random variables also is uniformly integrable; recall that a sequence \( \{Y_n, n \geq 1\} \) of random variables is uniformly integrable iff

\[
\lim_{\alpha \to \infty} E|Y_n| I\{|Y_n| > \alpha\} = 0 \quad \text{uniformly in} \quad n
\]

(see Section A.1).

In Section 1.7 we shall prove that we have moment convergence in the strong laws of large numbers and the central limit theorem for stopped random walks. Since in our applications the random indices are stopping times, we present our results in this framework. Without the stopping time assumption one needs higher moments for the summands (see Lai (1975) and Chow, Hsiung and Lai (1979)).

Before we present those results we show in this section that we have moment convergence in the strong law of large numbers and in the central
1.4 Moment Convergence in the Strong Law and the Central Limit Theorem

In the classical setting under appropriate moment assumptions. In Sections 1.5 and 1.6 we present some relations between the existence of moments and properties of uniform integrability for stopping times and stopped random walks.

Whereas the classical convergence results themselves are proved in most textbooks, results about moment convergence are not. The ideas and details of the proofs of the results in Section 1.6 and 1.7 are best understood before the complication of the index being random appears.

**The Strong Law**

**Theorem 4.1.** Let \( \{X_k, k \geq 1\} \) be i.i.d. random variables such that \( E|X_1|^r < \infty \) for some \( r \geq 1 \) and set \( S_n = \sum_{k=1}^{n} X_k, \ n \geq 1. \) Then

\[
\frac{S_n}{n} \to EX_1 \quad \text{a.s. and in } L^r \quad \text{as } \ n \to \infty.
\]

**Proof.** The a.s. convergence is well known. To prove \( L^r \)-convergence we shall use Lemma A.1.1 to show that

\[
\left\{ \left| \frac{S_n}{n} \right|^r, n \geq 1 \right\}
\]

is uniformly integrable, (4.3) from which the conclusion follows by Theorem A.1.1.

Let \( x_1, \ldots, x_n \) be positive reals. By convexity we have

\[
\left( \frac{1}{n} \sum_{k=1}^{n} x_k \right)^r \leq \frac{1}{n} \sum_{k=1}^{n} x_k^r.
\]

Thus,

\[
E \left| \frac{S_n}{n} \right|^r \leq E \left( \frac{1}{n} \sum_{k=1}^{n} |X_k| \right)^r \leq E \frac{1}{n} \sum_{k=1}^{n} |X_k|^r = E|X_1|^r,
\]

which proves uniform boundedness of \( \{E|S_n/n|^r, \ n \geq 1\} \), that is condition (i) in Lemma A.1.1 is satisfied.

To prove (ii), we observe that for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( E|X_1|^rI\{A\} < \varepsilon \) for all \( A \) with \( P(A) < \delta \). Let \( A \) be an arbitrary set of this kind. Then

\[
E \left| \frac{S_n}{n} \right|^r I\{A\} \leq E \frac{1}{n} \sum_{k=1}^{n} |X_k|^r I\{A\} < \varepsilon
\]

independently of \( n \). Thus (ii) is also satisfied and the proof is complete. \( \square \)
The Central Limit Theorem

Theorem 4.2. Let \( \{X_k, k \geq 1\} \) be i.i.d. random variables and set \( S_n = \sum_{k=1}^{n} X_k, \quad n \geq 1 \). Assume that \( EX_1 = 0 \), that \( \text{Var} X_1 = \sigma^2 < \infty \) and that \( E|X_1|^r < \infty \) for some \( r \geq 2 \). Then

\[
E \left| \frac{S_n}{\sqrt{n}} \right|^p \to E|Z|^p \quad \text{as} \quad n \to \infty \quad \text{for all} \quad 0 < p \leq r,
\]

where \( Z \) is a normal random variable with mean 0 and variance \( \sigma^2 \).

Proof. Since \( S_n/\sqrt{n} \) converges to \( Z \) in distribution it remains, in view of Theorem A.1.1 and Remark A.1.1, to show that

\[
\left\{ \left| \frac{S_n}{\sqrt{n}} \right|^r, n \geq 1 \right\}
\]

is uniformly integrable. (4.8)

We follow Billingsley (1968), p. 176, where the case \( r = 2 \) is treated.

Let \( \varepsilon > 0 \) and choose \( M > 0 \) so large that \( E|X_1|^rI\{|X_1| > M\} < \varepsilon \). Set, for \( k \geq 1 \) and \( n \geq 1 \), respectively,

\[
X'_k = X_kI\{|X_k| \leq M\} - EX_kI\{|X_k| \leq M\}, \quad X''_k = X_k - X'_k;
\]

\[
S'_n = \sum_{k=1}^{n} X'_k \quad \text{and} \quad S''_n = \sum_{k=1}^{n} X''_k.
\]

Note that \( EX'_k = EX''_k = 0 \).

(i)

\[
E \left| \frac{S'_n}{\sqrt{n}} \right|^r I \left\{ \left| \frac{S'_n}{\sqrt{n}} \right| > \alpha \right\} \leq \frac{B_{2r}(2M)^{2r}}{\alpha^r}.
\]

To see this, let \( U \) be a positive random variable. Then

\[
EU^rI\{U > \alpha\} = \int_{\alpha}^{\infty} u^r dF_U(u) \leq \alpha^{-r} \int_{\alpha}^{\infty} u^{2r} dF_U(u) \leq \alpha^{-r} EU^{2r}. \]

Thus,

\[
E \left| \frac{S'_n}{\sqrt{n}} \right|^r I \left\{ \left| \frac{S'_n}{\sqrt{n}} \right| > \alpha \right\} \leq \alpha^{-r} E \left| \frac{S'_n}{\sqrt{n}} \right|^{2r} = (\alpha n)^{-r} E|S'_n|^{2r}.
\]

Now, since \( \{S'_n, n \geq 1\} \) are sums of uniformly bounded i.i.d. random variables with mean 0 we can apply the Marcinkiewicz–Zygmund inequality as given in formula (A.2.3) of any order; we choose to apply it to the order \( 2r \). It follows that

\[
E|S'_n|^{2r} \leq B_{2r}n^r E|X'_1|^{2r} \leq B_{2r}n^r(2M)^{2r},
\]

which, together with (4.12), yields (4.10) and thus step (i) has been proved.
Here we apply the inequality (A.2.3) of order \( r \geq 2 \) to obtain

\[
E \left| \frac{S''_n}{\sqrt{n}} \right|^r I \left\{ \left| \frac{S''_n}{\sqrt{n}} \right| > \alpha \right\} \leq B_r \cdot 2^r \varepsilon,
\]

which proves (4.14) and thus step (ii).

(iii)

\[
E \left| \frac{S_n}{\sqrt{n}} \right|^r I \left\{ \left| \frac{S_n}{\sqrt{n}} \right| > 2\alpha \right\} < \delta \quad \text{for any } \delta > 0 \quad \text{provided } \alpha > \alpha_0(\delta).
\]

To see this, let \( \delta > 0 \) be given. By the triangle inequality, Lemma A.1.2, (i) and (ii) we obtain

\[
E \left| \frac{S_n}{\sqrt{n}} \right|^r I \left\{ \left| \frac{S_n}{\sqrt{n}} \right| > 2\alpha \right\} \\
\leq E \left( \left| \frac{S'_n}{\sqrt{n}} \right| + \left| \frac{S''_n}{\sqrt{n}} \right| \right)^r I \left\{ \left| \frac{S'_n}{\sqrt{n}} \right| + \left| \frac{S''_n}{\sqrt{n}} \right| > 2\alpha \right\} \\
\leq 2^r E \left| \frac{S'_n}{\sqrt{n}} \right|^r I \left\{ \left| \frac{S'_n}{\sqrt{n}} \right| > \alpha \right\} + 2^r E \left| \frac{S''_n}{\sqrt{n}} \right|^r I \left\{ \left| \frac{S''_n}{\sqrt{n}} \right| > \alpha \right\} \\
< \left( \frac{2}{\alpha} \right)^r \cdot B_{2r}(2M)^{2r} + 2^{2r} \varepsilon B_r < \delta
\]

provided we first choose \( M \) so large that \( \varepsilon \) is so small that \( 2^{2r} \varepsilon B_r < \delta/2 \) and then \( \alpha_0 \) so large that \( (2/\alpha_0)^r B_{2r}(2M)^{2r} < \delta/2 \). \( \Box \)

We remark here that alternative proofs of Theorem 4.1 can be obtained by martingale methods (see Problem 11.4) and by the method used to prove Theorem 4.2. The latter method can also be modified in such a way that a corresponding result is obtained for the Marcinkiewicz–Zygmund law, a result which was first proved by Pyke and Root (1968) by a different method.

## 1.5 Moment Inequalities

In the proof of Theorem 4.2 the Marcinkiewicz–Zygmund inequalities, as given in formula (A.2.3) played an important role. These inequalities provide estimates of the moments of \( S_n \) in terms of powers of \( n \). In order to
prove “Anscombe versions” of Theorem 4.1 and 4.2 we need generalizations of the Marcinkiewicz–Zygmund inequalities, which apply to stopped sums. These inequalities will then provide estimates of the moments of $S_{N(t)}$ in terms of moments of $N(t)$ (and $X_1$). The proofs of them are based on inequalities by Burkholder and Davis given in Appendix A; Theorems A.2.2 and A.2.3.

In this section we consider a random walk $\{S_n, n \geq 0\}$, with $S_0 = 0$ and i.i.d. increments $\{X_k, k \geq 1\}$. We further are given a stopping time, $N$, with respect to an increasing sequence of sub-$\sigma$-algebras, $\{\mathcal{F}_n, n \geq 1\}$, such that $X_n$ is $\mathcal{F}_n$-measurable and independent of $\mathcal{F}_{n-1}$ for all $n$, that is, for every $n \geq 1$, we have

$$\{N = n\} \in \mathcal{F}_n. \tag{5.1}$$

The standard case is when $\mathcal{F}_n = \sigma\{X_1, \ldots, X_n\}$ and $\mathcal{F}_0 = \{\emptyset, \Omega\}$. (cf. Appendix A).

**Theorem 5.1.** Suppose that $E|X_1|^r < \infty$ for some $r$ ($0 < r < \infty$) and that $EX_1 = 0$ when $r \geq 1$. Then

(i) $E|S_N|^r \leq E|X_1|^r \cdot EN$ for $0 < r \leq 1$;

(ii) $E|S_N|^r \leq B_r \cdot E|X_1|^r \cdot EN$ for $1 \leq r \leq 2$;

(iii) $E|S_N|^r \leq B_r((EX_1^2)^{r/2} \cdot EN^{r/2} + E|X_1|^r \cdot EN) \leq 2B_r \cdot E|X_1|^r \cdot EN^{r/2}$ for $r \geq 2$,

where $B_r$ is a numerical constant depending on $r$ only.

**Proof.** (i) Although we shall not apply this case we present a proof because of its simplicity and in order to make the result complete.

Define the bounded stopping time

$$N_n = N \wedge n. \tag{5.2}$$

By the $c_r$-inequality (Loève (1977), p. 157 or Gut (2007), Theorem 2.2.2) we obtain

$$E|S_{N_n}|^r \leq E \sum_{k=1}^{N_n} |X_k|^r. \tag{5.3}$$

Now, $\{|X_k|^r - E|X_k|^r, k \geq 1\}$ is a sequence of i.i.d. random variables with mean 0 and, by Doob’s optional sampling theorem (Theorem A.2.4, in particular formula (A.2.7)), we therefore have

$$E \sum_{k=1}^{N_n} (|X_k|^r - E|X_k|^r) = 0 \tag{5.4}$$

or, equivalently,

$$E \sum_{k=1}^{N_n} |X_k|^r = EN_n \cdot E|X_1|^r. \tag{5.5}$$
By inserting this into (5.3) we obtain
\[ E|S_N|^r \leq EN_n \cdot E|X_1|^r \leq EN \cdot E|X_1|^r. \] (5.6)

An application of Fatou’s lemma (cf. e.g. Gut (2007), Theorem 2.5.2) now yields (i).

(ii) Define \( N_n \) as in (5.2). By Theorem A.2.2, the \( c_r \)-inequality and (5.5) (which is valid for all \( r > 0 \)) we have

\[ E|S_N|^r \leq B_r \cdot EN_n \cdot E|X_1|^r \]

\[ \leq B_r \cdot EN \cdot E|X_1|^r \]

and, again, an application of Fatou’s lemma concludes the proof.

(iii) We proceed similarly, but with Theorem A.2.3 instead of Theorem A.2.2. It follows that

\[ E|S_N|^r \leq B_r \cdot E \left( \sum_{k=1}^{N_n} X_k^2 \right)^{r/2} \leq B_r \cdot E \sum_{k=1}^{N_n} |X_k|^r = B_r \cdot EN_n \cdot E|X_1|^r \]

\[ \leq B_r \cdot EN \cdot E|X_1|^r \]

By independence we have
\[ E \left( \sum_{k=1}^{N_n} E(X_k^2 | \mathcal{F}_{k-1}) \right)^{r/2} \]
\[ = E \left( \sum_{k=1}^{N_n} EX_k^2 \right)^{r/2} = EN_n^{r/2} \cdot (EX_1^2)^{r/2} \]
\[ \leq EN^{r/2} (EX_1^2)^{r/2} \] (5.8)

and, by (5.5), it follows that
\[ E \left( \sup_{1 \leq k \leq N_n} |X_k|^r \right) \leq E \left( \sum_{k=1}^{N_n} |X_k|^r \right) = EN_n \cdot E|X_1|^r \leq EN \cdot E|X_1|^r. \] (5.9)

By combining (5.7), (5.8) and (5.9) and Fatou’s lemma we obtain the first inequality in (iii). The other follows from Lyapounov’s inequality (see e.g. Gut (2007), Theorem 3.2.5) and the fact that \( N \geq 1 \) (which yields \( N \leq N^{r/2} \)). \( \square \)

Remark 5.1. For \( r \geq 1 \) this result has been proved for first passage times in Gut (1974a,b). The above proof follows Gut (1974b).

Remark 5.2. For \( r = 1 \) and \( r = 2 \) there is an overlap; this makes later reference easier.

Remark 5.3. Note that inequalities (A.2.3) are a special case of the theorem.

If \( r \geq 1 \) and we do not assume that \( EX_1 (= \mu) = 0 \) we have
\[ |S_N| \leq |S_N - N\mu| + |\mu|N \] (5.10)
and we can combine Theorem 5.1(ii) and (iii) and the $c_r$-inequalities to obtain

$$E|S_N|^r \leq 2^{r-1}(2B_r \cdot E|X_1|^r \cdot EN^{(r/2)\vee 1} + |\mu|^r \cdot EN^r)$$

$$\leq 2^{r-1}(2B_r \cdot E|X_1|^r + |\mu|^r)EN^r.$$ 

Since $|\mu|^r \leq E|X_1|^r$ the following result emerges.

**Theorem 5.2.** Suppose that $E|X_1|^r < \infty$ for some $r$ ($1 \leq r < \infty$). There exists a numerical constant $B'_r$ depending on $r$ only such that

$$E|S_N|^r \leq B'_r \cdot E|X_1|^r \cdot EN^r. \quad (5.11)$$

**Remark 5.4.** In words this result means that if $X_1$ and $N$ have finite moments of order $r \geq 1$ then so has $S_N$. However, if $EX_1 = 0$, then Theorem 5.1 tells us that the weaker condition $EN^{(r/2)\vee 1} < \infty$ suffices.

Just as in the context of sequential analysis one can obtain equalities for the first and second moments of the stopped sums.

**Theorem 5.3.**

(i) If $EX_1 = \mu$ and $EN < \infty$, then

$$ES_N = \mu \cdot EN. \quad (5.12)$$

(ii) If, furthermore, $\sigma^2 = \text{Var} \ X_1 < \infty$, then

$$E(S_N - N\mu)^2 = \sigma^2 \cdot EN. \quad (5.13)$$

**Proof.** (i) Again, let $N_n = N \wedge n$. Since

$$\{(S_n - n\mu, \mathcal{F}_n), n \geq 1\} \quad \text{is a martingale}, \quad (5.14)$$

it follows from the optional sampling theorem (Theorem A.2.4) that

$$ES_{N_n} = \mu \cdot EN_n. \quad (5.15)$$

Now, let $n \to \infty$. Since $N_n \to N$ monotonically, it follows from the monotone convergence theorem (cf. e.g. Gut (2007), Theorem 2.5.1) that

$$EN_n \to EN \quad \text{as} \quad n \to \infty, \quad (5.16)$$

which, together with (5.15), implies that

$$ES_{N_n} \to \mu \cdot EN < \infty \quad \text{as} \quad n \to \infty. \quad (5.17)$$

Moreover, $S_{N_n} \xrightarrow{a.s.} S_N$ as $n \to \infty$ (Theorem 2.4) and

$$|S_{N_n}| \leq \sum_{k=1}^{N_n} |X_k| \xrightarrow{a.s.} \sum_{k=1}^{N} |X_k| \quad \text{monotonically as} \quad n \to \infty \quad (5.18)$$
(Theorem 2.4 again), which, together with (5.17) (applied to \{ |X_k|, k \geq 1 \}) and the monotone convergence theorem, yields

\[
E \sum_{k=1}^{N} |X_k| = EN \cdot E|X_1| < \infty. \tag{5.19}
\]

An application of the dominated convergence theorem (cf. e.g. Gut (2007), Theorem 2.5.3) now shows that

\[
ES_{N_n} \to ES_N \quad \text{as} \quad n \to \infty, \tag{5.20}
\]

which, together with (5.15) and (5.16), proves (5.12).

(ii) Since

\[
\{(S_n - n\mu)^2 - n\sigma^2, \mathcal{F}_n, n \geq 1\} \quad \text{is a martingale} \tag{5.21}
\]

(cf. Problem A.5.7), we can apply the optional sampling theorem to obtain

\[
E(S_{N_n} - \mu N_n)^2 = \sigma^2 \cdot EN_n. \tag{5.22}
\]

Now, let \( m \geq n \). Since martingales have orthogonal increments we have, in view of (5.22) and (5.16),

\[
E(S_{N_m} - \mu N_m - (S_{N_n} - \mu N_n))^2
\]

\[
= E(S_{N_m} - \mu N_m)^2 - E(S_{N_n} - \mu N_n)^2 = \sigma^2 \cdot (EN_m - EN_n) \to 0
\]

as \( n, m \to \infty \), that is,

\[
S_{N_n} - \mu N_n \quad \text{converges in} \quad L^2 \quad \text{as} \quad n \to \infty. \tag{5.23}
\]

However, since we already know that \( S_{N_n} - \mu N_n \xrightarrow{a.s.} S_N - \mu N \) as \( n \to \infty \), it follows that

\[
E(S_{N_n} - \mu N_n)^2 \to E(S_N - \mu N)^2 \quad \text{as} \quad n \to \infty, \tag{5.24}
\]

which, together with (5.22) and (5.16), concludes the proof.

\[ \square \]

Remark 5.5. The second half of Theorem 5.3 is due to Chow, Robbins and Teicher (1965). For a beautiful proof of (i) we refer to Blackwell (1946), Theorem 1 (see also De Groot (1986), pp. 42–43) and Problem 11.7 below.

Remark 5.6. It is also possible to prove the theorem by direct computations.

Remark 5.7. Just as variance formulas extend to covariance formulas it is possible to extend (5.13) as follows: Suppose that \( \{X_k, k \geq 1\} \) and \( \{Y_k, k \geq 1\} \) are two sequences of i.i.d. random variables and that \( \{Y_k, k \geq 1\} \) has the same measurability properties as \( \{X_k, k \geq 1\} \), described at the beginning of this
section. Suppose, further, that $EN < \infty$ and that both sequences have finite variances, $\sigma_x^2$ and $\sigma_y^2$, respectively and set $\mu_x = EX_1$ and $\mu_y = EY_1$. Then
\[
E \left( \sum_{k=1}^{N} X_k - N\mu_x \right) \left( \sum_{k=1}^{N} Y_k - N\mu_y \right) = \text{Cov}(X_1, Y_1) \cdot EN. \tag{5.25}
\]

To prove this one uses either the relation $4xy = (x + y)^2 - (x - y)^2$ together with (5.13) or one proceeds as in the proof of Theorem 5.3(ii) with (5.21) replaced by
\[
\left\{ \left( \sum_{k=1}^{n} (X_k - \mu_x) \cdot \sum_{k=1}^{n} (Y_k - \mu_y) - n\text{Cov}(X_1, Y_1) \right), n \geq 1 \right\}
\]
is a martingale.

Remark 5.8. Note that $E(S_N - N\mu)^2$ is not the same as $\text{Var}(S_N) = E(S_N - EN \cdot \mu)^2$ when $\mu \neq 0$.

Similar equalities can also be obtained for higher moments, see Neveu (1975), Chapter IV. We also refer to Chow, Robbins and Siegmund (1971) for further results of this kind.

In sequential analysis one considers a stopping time, $N$, which is a first passage time out of a finite interval. One can show that $N$ has finite moments of all orders. In contrast to this case, the following example shows that the stopped sum may have finite expectation whereas the stopping time has not.

Example 5.1. Consider the symmetric simple random walk, that is $\{S_n, n \geq 0\}$, where $S_0 = 0$, $S_n = \sum_{k=1}^{n} X_k$, $n \geq 1$, and $P(X_k = 1) = P(X_k = -1) = \frac{1}{2}$. Define
\[
N_+ = \min\{n: S_n = +1\}. \tag{5.26}
\]
Clearly,
\[
P(S_{N_+} = 1) = 1, \quad \text{in particular} \quad ES_{N_+} = 1. \tag{5.27}
\]

Now, suppose that $EN_+ < \infty$. Then (5.12) holds, but, since $\mu = EX_1 = 0$, we have $1 = 0 \cdot EN_+$, which is a contradiction. Thus $EN_+ = +\infty$.

The fact that $EN_+ = +\infty$ is proved by direct computation of the distribution of $N_+$ in Feller (1968), Chapter XIII. Our proof is a nice alternative. (In fact $N_+$ has no moment of order $\geq \frac{3}{2}$.)

Note, however, that if we set $N_n = N_+ \wedge n$ in Example 5.1, then we have, of course, that $ES_{N_n} = 0$. Note also that the same arguments apply to $N_- = \min\{n: S_n = -1\}$.

Finally, set $N = N_+ \wedge N_-$. Then
\[
P(N = 1) = 1 \quad \text{and thus} \quad EN = 1. \tag{5.28}
\]
Furthermore,
\[
P(|S_N| = 1) = 1. \tag{5.29}
\]
It follows from (5.12) that
\[ ES_N = 1 \cdot 0 = 0 \] (5.30)
as expected.

**Converses**

The above results and Example 5.1 lead to the question of possible converses for Theorems 5.1 and 5.2. The former states that
\[ E|X_1|^r < \infty, \, EX_1 = 0 \quad \text{when} \quad r \geq 1 \quad \text{and} \quad EN^{(r/2)^{\frac{1}{r}}} < \infty \]
\[ \implies E|S_N|^r < \infty \quad (r > 0), \quad (5.31) \]
and the latter states that
\[ E|X_1|^r < \infty \quad \text{and} \quad EN^r < \infty \implies E|S_N|^r < \infty \quad (r \geq 1). \quad (5.32) \]

On the other hand, Example 5.1 shows that \( S_N \) may have moments of all orders without \( N \) even having finite expectation.

Let us first consider the case of positive random variables. The following result shows that the converse of (5.32) holds in this case.

**Theorem 5.4.** Let \( r \geq 1 \) and suppose that \( P(X_1 \geq 0) = 1 \) and that \( P(X_1 > 0) > 0 \). Then
\[ ES_N^r < \infty \] (5.33)
iff
\[ EX_1^r < \infty \quad \text{and} \quad EN^r < \infty. \quad (5.34) \]

*Proof.* In view of Theorem 5.2 we have to prove that (5.33) \( \implies \) (5.34). We proceed in steps.

(i) \( EX_1^r < \infty \quad \text{and} \quad \mu = EX_1 < \infty \)

Since the summands are positive we have
\[ S_N \geq X_1 \] (5.35)
and thus
\[ \infty > ES_N^r \geq EX_1^r. \] (5.36)

If \( r > 1 \) we further note that, by Lyapounov’s inequality,
\[ \mu = EX_1 \leq \|X_1\|_r < \infty, \] (5.37)
which completes the proof of (i).
(ii) $EN < \infty$

Since $\mu < \infty$ we can apply the optional sampling theorem, in particular formula (5.15), to obtain

$$ES_{N_n} = \mu EN_n.$$  \hspace{1cm} (5.38)

Furthermore, $S_{N_n} \to S_N$ as $n \to \infty$ and it follows from monotone convergence that

$$\lim_{n \to \infty} ES_{N_n} = ES_N \leq \|S_N\|_r < \infty,$$  \hspace{1cm} (5.39)

which, by monotone convergence, proves (ii).

Next we note that (cf. (5.10))

$$\mu N \leq |S_N - N\mu| + S_N.$$  \hspace{1cm} (5.40)

(iii) $ES_N < \infty$

To prove this we proceed by induction on $r$ through the powers of 2 (cf. Gut (1974a,b)).

Let $1 < r \leq 2$. By Theorem 5.1(ii) we have

$$E|S_N - N\mu|^r \leq B_r \cdot E|X_1 - \mu|^r \cdot EN,$$  \hspace{1cm} (5.41)

which is finite by step (ii), so (iii) holds for this case, from which (iii) follows by (5.40) and Minkowski’s inequality or the $c_r$-inequality.

Next, suppose that $2 < r \leq 2^2$. Since $1 < r/2 \leq 2$ we know from what has just been proved that (iii) holds with $r$ replaced by $r/2$. This, together with Theorem 5.1(iii), shows that

$$E|S_N - N\mu|^r \leq 2B_r \cdot E|X_1 - \mu|^r \cdot EN^{r/2} < \infty,$$  \hspace{1cm} (5.42)

and another application of (5.40) shows that $EN^r < \infty$. Thus (iii) and (iii) hold again.

In general, if $2^k < r \leq 2^{k+1}$ for some $k > 2$ we repeat the same procedure from $r/2^k$ to $r/2^{k-1}$ etc. until $r$ is reached and the conclusion follows. \hfill $\square$

Now consider a general random walk and suppose that $EX_1 > 0$. In Chapter 3 we shall study first passage times across horizontal barriers for such random walks and it will follow that the moments of the stopped sum are linked to the moments of the positive part of the summands (Theorem 3.3.1(ii)). Thus, a general converse to Theorem 5.2 cannot hold. The following result is, however, true.

**Theorem 5.5.** Suppose that $EX_1 \neq 0$. If, for some $r \geq 1$,

$$E|X_1|^r < \infty \quad \text{and} \quad E|S_N|^r < \infty$$  \hspace{1cm} (5.43)

then

$$EN^r < \infty.$$  \hspace{1cm} (5.44)
Proof. Suppose, without restriction, that \( \mu = EX_1 > 0 \).

(i) \( EN < \infty \)

To prove this we shall use a trick due to Blackwell (1953), who used it in the context of ladder variables. (The trick is, in fact, a variation of the proof of Theorem 5.3(i) given in Blackwell (1946).) Let \( \{ N_k, k \geq 1 \} \) be independent copies of \( N \), constructed as follows: Let \( N_1 = N \). Restart after \( N_1 \), i.e. consider the sequence \( X_{N_1+1}, X_{N_1+2}, \ldots \), and let \( N_2 \) be a stopping time for this sequence. Restart after \( N_1 + N_2 \) to obtain \( N_3 \), and so on. Thus, \( \{ N_k, k \geq 1 \} \) is a sequence of i.i.d. random variables distributed as \( N \), and \( \{ S_{N_1+\ldots+N_k}, k \geq 1 \} \) is a sequence of partial sums of i.i.d. random variables distributed as \( S_N \) and, by assumption, with finite mean, \( ES_N \).

Now
\[
\frac{N_1 + \cdots + N_k}{k} = \frac{N_1 + \cdots + N_k}{S_{N_1+\ldots+N_k}} \cdot \frac{S_{N_1+\ldots+N_k}}{k}.
\]
(5.45)

Clearly \( N_1 + \cdots + N_k \to +\infty \) as \( k \to \infty \). Thus, by the strong law of large numbers and Theorem 2.3 it follows that
\[
\frac{S_{N_1+\ldots+N_k}}{N_1 + \cdots + N_k} \xrightarrow{a.s.} \mu \quad \text{as} \quad k \to \infty
\]
and that
\[
\frac{S_{N_1+\ldots+N_k}}{k} \xrightarrow{a.s.} ES_N \quad \text{as} \quad k \to \infty.
\]
(5.47)

Consequently,
\[
\frac{N_1 + \cdots + N_k}{k} \xrightarrow{a.s.} \mu^{-1} \cdot ES_N \quad \text{as} \quad k \to \infty,
\]

from which it follows that
\[
EN = EN_1 < \infty
\]

by the converse of the Kolmogorov strong law of large numbers (cf. e.g. Gut (2007), Theorem 6.6.1(b)). Thus (i) holds.

(ii) \( EN^r < \infty \)

Since the summands may take negative values we first have to replace (5.40) by
\[
\mu N \leq |S_N - N\mu| + |S_N|.
\]
(5.50)

An inspection of the proof of Theorem 5.4 shows that the positivity there was only used to conclude that the summands had a finite moment of order \( r \) and that the stopping time had finite expectation. Now, in the present result the first fact was assumed and the second fact has been proved in step (i). Therefore, step (iii) from the previous proof, with (5.40) replaced by (5.50) carries over verbatim to the present theorem. We can thus conclude that (5.44) holds and the proof is complete. \( \square \)
The case $E|S_N|^r < \infty$ and $EX_1 = 0$ has been dealt with in Example 5.1, where it was shown that no converse was possible.

Before closing we wish to point to the fact that the hardest part in the proofs of Theorems 5.4 and 5.5 in some sense was to show that $EN < \infty$, because once this was done the fact that $EN^r < \infty$ followed from Theorem 5.1, that is, once we knew that the first moment was finite, we could, more or less automatically, conclude that a higher moment was finite. For some further results of the above kind as well as for one sided versions we refer to Gut and Janson (1986).

### 1.6 Uniform Integrability

In Section 1.6–1.8 we consider a random walk $\{S_n, n \geq 0\}$ with i.i.d. increments $\{X_k, k \geq 1\}$ as before, but now we consider a family of stopping times, $\{N(t), t \geq 0\}$, with respect to $\{\mathcal{F}_n, n \geq 0\}$ as given in Section 1.5.

Before we proceed two remarks are in order. Firstly, the results below also hold for sequences of stopping times, for example, $\{N(n), n \geq 1\}$. Secondly, to avoid certain trivial technical problems we only consider families of stopping times for values of $t \geq$ some $t_0$, where, for convenience, we assume that $t_0 \geq 1$.

The following theorem is due to Lai (1975).

**Theorem 6.1.** Let $r \geq 1$ and suppose that $E|X_1|^r < \infty$. If, for some $t_0 \geq 1$, the family
\[
\left\{ \left( \frac{N(t)}{t} \right)^r, t \geq t_0 \right\}
\]
is uniformly integrable, \hspace{1cm} (6.1)
then the family
\[
\left\{ \left| \frac{S_{N(t)}}{t} \right|^r, t \geq t_0 \right\}
\]
is uniformly integrable. \hspace{1cm} (6.2)

**Proof.** As in the proof of Theorem 4.2 we let $\varepsilon > 0$ and choose $M$ so large that $E|X_1|^r I\{|X_1| > M\} < \varepsilon$. Define the truncated variables without centering, that is, set
\[
X'_k = X_k I\{|X_k| \leq M\}, \quad X''_k = X_k I\{|X_k| > M\} \quad (k \geq 1),
\]
\[
S'_n = \sum_{k=1}^n X'_k, \quad S''_n = \sum_{k=1}^n X''_k \quad (n \geq 1).
\]
(6.3)

\[
(i) \quad E \left\| \frac{S'_{N(t)}}{t} \right\|^r I \left\{ \left| \frac{S'_{N(t)}}{t} \right| > \alpha \right\} \leq M^r E \left( \frac{N(t)}{t} \right)^r I \left\{ \frac{N(t)}{t} > \alpha/M \right\}.
\]
Since \(|X'_k| \leq M\) for all \(k \geq 1\) it follows that the arithmetic means are bounded by \(M\), in particular, we have
\[
\left| \frac{S'_{N(t)}}{N(t)} \right| \leq M
\] (6.4)
and thus, that
\[
\left| \frac{S'_{N(t)}}{t} \right| = \left| \frac{S'_{N(t)}}{N(t)} \right| \cdot \left| \frac{N(t)}{t} \right| \leq M \frac{N(t)}{t},
\] (6.5)
from which (i) follows.

For the other sum we proceed as in the proof of Theorem 4.2, but with (the Burkholder inequalities given in) Theorem 5.2 replacing the inequalities from (A.2.3).

(ii) \(E \left| S''_{N(t)} \right|^r \cdot I \left\{ \left| S''_{N(t)} \right| > \alpha \right\} < B'_r \varepsilon E \left( \frac{N(t)}{t} \right)^r\).

By Theorem 5.2 we have
\[
E \left| S''_{N(t)} \right|^r \leq B'_r E \left| X''_1 \right|^r E(N(t))^r < B'_r \varepsilon E(N(t))^r,
\] (6.6)
from which (ii) follows.

(iii) (6.2) holds.

This last step is now achieved by combining (i), (ii) and Lemma A.1.2 as in the proof of Theorem 4.2. It follows that for any given \(\delta > 0\) we have
\[
E \left| \frac{S_{N(t)}}{t} \right|^r \cdot I \left\{ \left| \frac{S_{N(t)}}{t} \right| > 2\alpha \right\}
\]
\[
< 2^r \left( M^r E \left( \frac{N(t)}{t} \right)^r \cdot I \left\{ \frac{N(t)}{t} > \alpha/M \right\} + B'_r \varepsilon E \left( \frac{N(t)}{t} \right)^r \right) < \delta,
\] (6.7)
provided we first choose \(M\) so large that \(\varepsilon\) is small enough to ensure that \(2^r B'_r \varepsilon E(N(t)/t)^r < \delta/2\) (this is possible, because \(E(N(t)/t)^r \leq \text{constant, uniformly in } t\)) and then \(\alpha\) so large that
\[
(2M)^r E \left( \frac{N(t)}{t} \right)^r \cdot I \left\{ \frac{N(t)}{t} > \alpha/M \right\} < \delta/2,
\]
(which is possible by (6.1)).

In the proof we used Theorem 5.2, that is, we estimated moments of \(S_{N(t)}\) by moments of \(N(t)\) of the same order. Since there is the sharper result, Theorem 5.1, for the case \(EX_1 = 0\), there is reason to believe that we can obtain a better result for that case here too. The following theorems show that
this is indeed the case. Also, just as Theorem 6.1 is related to the strong law of large numbers without any assumption about the mean, Theorem 6.4 below corresponds to the case $EX_1 = 0$. Further, Theorem 6.2 (with $0 < r < 2$) and Theorem 6.3 are related to the Marcinkiewicz–Zygmund law and the central limit theorem, respectively.

As for the question of the necessity of our assumptions we shall discuss this in the later half of this section.

**Theorem 6.2.** Let $0 < r \leq 2$. Suppose that $E|X_1|^r < \infty$ and that $EX_1 = 0$ when $r \geq 1$. If, for some $t_0 \geq 1$, the family

$$\left\{ \left( \frac{N(t)}{t} \right), t \geq t_0 \right\}$$

is uniformly integrable, then the family

$$\left\{ \left( \frac{S_{N(t)}}{t^{1/r}} \right)^r, t \geq t_0 \right\}$$

is uniformly integrable.

**Proof.**

The Case $0 < r < 1$

Let $\varepsilon$ and $M$ be given as before. We use the (noncentered) truncation from the proof of Theorem 6.1 (cf. (6.3)).

(i)

$$E \left| S'_{N(t)} \right|^r t \left\{ \left| S'_{N(t)} \right|^r > \alpha \right\} \leq M^r E \left( \frac{N(t)}{t} \right)^r t \left\{ \frac{N(t)}{t} > \alpha/M^r \right\}.$$

Since $|S'_{N(t)}| \leq N(t) \cdot M$ it follows that

$$\left| S'_{N(t)} \right|^r \leq M^r \frac{(N(t))^r}{t} \leq M^r \frac{N(t)}{t} \quad (6.10)$$

and (i) follows.

(ii)

$$E \left| S''_{N(t)} \right|^r t \left\{ \left| S''_{N(t)} \right|^r > \alpha \right\} \leq E \left| S''_{N(t)} \right|^r \leq \varepsilon E \frac{N(t)}{t}.$$

By Theorem 5.1(i) we have

$$E|S''_{N(t)}|^r \leq EN(t)E|X''_1|^r < \varepsilon EN(t), \quad (6.11)$$

which yields (ii).

The conclusion now follows from (i), (ii) and Lemma A.1.2 as before.
1.6 Uniform Integrability

Here the situation is more delicate in that we also have to truncate the stopping times. We follow the truncation argument in Yu (1979).

Let $\varepsilon$ and $M$ be given as before. This time we use the (centered) truncation defined in (4.9). Further, set, for some $A \geq 1$,

$$N'(t) = \min\{N(t), A_t\}, \quad \text{where } A_t = [At]. \tag{6.12}$$

We first observe that $N'(t)$ is a stopping time and that

$$|S_{N(t)}| \leq |S'_{N(t)}| + |S'_{N'(t)} - S''_{N'(t)}| + |S''_{N'(t)}|. \tag{6.13}$$

(iii)

$$E\left|\frac{S'_{N'(t)}}{t^{1/r}}\right|^r I\left\{\frac{|S'_{N'(t)}|}{t^{1/r}} > \alpha\right\} \leq \alpha^{-r} \cdot 2B_2r(2M)^{2r}A^r. \tag{6.14}$$

By arguing as in the proof of (4.10) we first have

$$E\left|\frac{S'_{N'(t)}}{t^{1/r}}\right|^r I\left\{\frac{|S'_{N'(t)}|}{t^{1/r}} > \alpha\right\} \leq \alpha^{-r} \cdot E\left|\frac{S'_{N'(t)}}{t^{1/r}}\right|^{2r}. \tag{6.14}$$

Furthermore, by Theorem 5.1(iii)

$$E|S'_{N'(t)}|^{2r} \leq 2B_2r \cdot E|X_1'|^{2r} \cdot E(N'(t))^{r} \leq 2B_2r(2M)^{2r}(At)^r, \tag{6.15}$$

which together with (6.14) yields (iii).

(iv)

$$E\left|\frac{S'_{N(t)} - S'_{N'(t)}}{t^{1/r}}\right|^r I\left\{\frac{|S'_{N(t)} - S'_{N'(t)}|}{t^{1/r}} > \alpha\right\} \leq B_r(2M)^r E\left(\frac{N(t)}{t}\right) I\left\{\frac{N(t)}{t} > A - 1\right\}.$$

Observe that, for each fixed $t$, $N(t) - N'(t) = (N(t) - A_t)^+$ is a stopping time relative to $\{\mathcal{F}_{n+At}, n \geq 0\}$, that is,

$$\{N(t) - A_t = n\} \in \mathcal{F}_{n+At}, \quad \text{for all } n \geq 0. \tag{6.16}$$

An application of Theorem 5.1(ii) therefore yields

$$E|S'_{N(t)} - S'_{N'(t)}|^r = E\left|\sum_{n=1}^{(N(t)-A_t)^+} X'_{n+At}\right|^r \leq B_r E|X_1'|^r E(N(t) - A_t)^+$$
from which (iv) follows.

(v) \[ E \left| S''_{N(t)} \right|^r \leq B_r \cdot 2r^r E N(t) < B_r \cdot 2^r \varepsilon EN(t), \] (6.17)

from which (v) follows.

(vi) (6.9) holds.

By generalizing Lemma A.1.2 to 3 random variables we note that \(2^r\) is replaced by \(3^r\) and \(\alpha/2\) by \(\alpha/3\). Thus, by combining (iii), (iv), and (v) with this extension we obtain

\[
E \left| S_{N(t)} \right|^r t^{1/r} I \left\{ \frac{S_{N(t)}}{t^{1/r}} > \alpha \right\} < B_r \cdot 2^r \varepsilon E N(t) \]

\[
+ B_r (2M)^r E \left\{ \frac{N(t)}{t} > A - 1 \right\} + 2^r B_r \varepsilon E \frac{N(t)}{t}. \] (6.18)

In order to make this smaller than a given small \(\delta\) we first choose \(M\) so large that \(\varepsilon\) is small enough to ensure that \(3^r 2^r B_r \varepsilon E (N(t)/t) < \delta/3\). We then choose \(A\) large enough to ensure that \(3^r 2^r B_r (2M)^r A^r < \delta/3\) and finally \(\alpha\) so large that \(3^r \alpha - r 2^r B_2 r (2M)^2 A^r < \delta/3\). This proves the theorem. \(\square\)

**Theorem 6.3.** Let \(r \geq 2\). Suppose that \(E|X_1|^r < \infty\) and that \(EX_1 = 0\). If, for some \(t_0 \geq 1\), the family

\[
\left\{ \left( \frac{N(t)}{t} \right)^{r/2}, t \geq t_0 \right\}
\]

is uniformly integrable, (6.19)

then the family

\[
\left\{ \left| \frac{S_{N(t)}}{\sqrt{t}} \right|^r, t \geq t_0 \right\}
\]

is uniformly integrable. (6.20)

**Proof.** We can use most of the estimates obtained in the proof of Theorem 6.2 for the case \(1 \leq r \leq 2\). Let \(\varepsilon\) and \(M\) be given as before and define the (centered) truncated variables \(X'_n, X''_n\) etc. as before. Also, define \(N'(t) = \min\{N(t), A_t\}\) for some \(A \geq 1\), where \(A_t = [At]\) (cf. (6.12)).

Now \(r \geq 2\) throughout. By proceeding as in the estimates used for steps (iii) and (iv) in the proof of Theorem 6.2 we obtain
1.6 Uniform Integrability

(i)
\[ E \left| \frac{S_{N(t)}'}{\sqrt{t}} \right|^r I \left\{ \left| \frac{S_{N(t)}'}{\sqrt{t}} \right| > \alpha \right\} \leq \alpha^{-r} \cdot E \left| \frac{S_{N(t)}'}{\sqrt{t}} \right|^{2r} \leq \alpha^{-r} \cdot 2B_{2r}(2M)^{2r}A^r \]

and
\[ E|S_{N(t)}' - S_{N(t)}'|^r \leq 2B_r(2M)^r E(N(t) - A_t)^{r/2} I\{N(t) > (A - 1)t\} \]

and thus that
(ii)
\[ E \left| \frac{S_{N(t)}'}{\sqrt{t}} - \frac{S_{N'(t)}'}{\sqrt{t}} \right|^r I \left\{ \left| \frac{S_{N(t)}'}{\sqrt{t}} - \frac{S_{N'(t)}'}{\sqrt{t}} \right| > \alpha \right\} \]
\[ \leq 2B_r(2M)^r E \left( \frac{N(t)}{t} \right)^{r/2} I \left\{ \frac{N(t)}{t} > A - 1 \right\}. \]

Finally,
(iii)
\[ E \left| \frac{S_{N(t)}''}{\sqrt{t}} \right|^r I \left\{ \left| \frac{S_{N(t)}''}{\sqrt{t}} \right| > \alpha \right\} < 2^{r+1}B_r\varepsilon E \left( \frac{N(t)}{t} \right)^{r/2}, \]

because, by Theorem 5.1(iii) we have
\[ E|S_{N(t)}''|^r \leq 2B_r E|X_{1'}''|^r E(N(t))^{r/2} \leq 2^{r+1}B_r\varepsilon E(N(t))^{r/2}, \quad (6.21) \]

and (iii) follows the usual way.

By combining (i), (ii), (iii), and Lemma A.1.2 as in the proof of Theorem 6.2 we obtain (6.20) and the proof is complete. □

Remark 6.1. Theorems 6.2 and 6.3 overlap at \( r = 2 \), but, since \( r/2 = 1 \) then, they coincide at that point.

Remark 6.2. Theorems 6.3 is due to Yu (1979). Earlier Chow, Hsiung and Lai (1979) proved the result under the stronger assumption that
\[ \left\{ \left( \frac{N(t)}{t} \right)^r, t \geq t_0 \right\} \text{ is uniformly integrable.} \quad (6.22) \]

They also called their result an \( L^r \)-analogue of Anscombe's theorem (recall Theorem 3.1 above).

Chang and Hsiung (1979) use the truncation of Yu (1979) to prove Theorem 6.2.
We can now easily derive the stronger result for the strong law of large numbers when $EX_1 = 0$, which was alluded to in the discussion following Theorem 6.1 (recall Remark 5.4, where the corresponding situation was discussed concerning the existence of moments for the stopped random walk).

**Theorem 6.4.** Let $r \geq 1$, suppose that $E|X_1|^r < \infty$ and that $EX_1 = 0$. If, for some $t_0 \geq 1$, the family

$$\left\{ \left( \frac{N(t)}{t} \right)^{(r/2)\vee 1}, t \geq t_0 \right\}$$

is uniformly integrable, \hfill (6.23)

then the family

$$\left\{ \left| \frac{S_{N(t)}}{t} \right|^r, t \geq t_0 \right\}$$

is uniformly integrable. \hfill (6.24)

**Proof.** The proof follows immediately from Theorems 6.2 and 6.3 and the observations that

$$\left| \frac{S_{N(t)}}{t} \right|^r \leq \left| \frac{S_{N(t)}}{t^{1/r}} \right|^r$$

for $r \geq 1$ \hfill (6.25)

and

$$\left| \frac{S_{N(t)}}{t} \right|^r \leq \left| \frac{S_{N(t)}}{\sqrt{t}} \right|^r,$$ \hfill (6.26)

by using (6.25) and Theorem 6.2 when $1 \leq r < 2$ and (6.26) and Theorem 6.3 when $r \geq 2$. \hfill \square

**Remark 6.3.** If $\{N(t), t \geq 0\}$ are not stopping times, Lai (1975) shows that Theorem 6.1 holds under the additional assumption that $E|X_1|^{r+1} < \infty$. Also, Chow, Hsiung and Lai (1979) show that Theorem 6.3 holds (but under condition (6.22) instead of (6.19)) under the additional assumption that $E|X_1|^{r+1} < \infty$.

**Converses**

In Theorems 6.1–6.4 we made assumptions about the uniform integrability of $\{(N(t)/t)^s, t \geq t_0\}$ with $s = r, 1, r/2$ and $(r/2) \vee 1$ in order to conclude that families of suitably normalized stopped sums had certain degrees of uniform integrability.

In the immediate context in which we shall use these assumptions such conditions will be verified whenever required. In the remainder of this section we shall be concerned with their necessity (cf. Section 1.5). To this end, assume first that $\{X_k, k \geq 1\}$ is a sequence of positive i.i.d. random variables. The following converse of Theorem 6.1 then holds (cf. Theorem 5.4).
**Theorem 6.5.** Let \( r \geq 1 \), suppose that \( P(X_1 \geq 0) = 1 \) and that \( P(X_1 > 0) > 0 \). If, for some \( t_0 \geq 1 \), the family

\[
\left\{ \left( \frac{S_{N(t)}}{t} \right)^r, t \geq t_0 \right\}
\]

is uniformly integrable, \( (6.27) \)

then the family

\[
\left\{ \left( \frac{N(t)}{t} \right)^r, t \geq t_0 \right\}
\]

is uniformly integrable. \( (6.28) \)

**Proof.** The case \( r = 1 \) is the most difficult one (cf. the remarks at the end of Section 1.5) and for its proof we refer to Gut and Janson (1986). Thus, suppose that \( r > 1 \). Since \( (6.27) \), in particular, implies that

\[
E \left( \frac{S_{N(t)}}{t} \right)^r \leq \text{constant, uniformly in } t \geq t_0,
\]

it follows that \( ES_{N(t)}^r < \infty \) for all \( t \) and thus, by Theorem (5.4) that \( EX_1^r < \infty \) and \( E(N(t))^r < \infty \). Set \( \mu = EX_1 \). By Theorem 5.1 we have, for \( 1 \leq r \leq 2 \),

\[
E \left| \frac{S_{N(t)} - N(t)\mu}{t} \right|^r \leq t^{1-r} \cdot B_r E|X_1 - \mu|^r \cdot E \frac{N(t)}{t}
\]

\[
\leq B_r \cdot E|X_1 - \mu|^r \cdot \mu^{-1} \cdot E \frac{S_{N(t)}}{t} \leq \text{constant} \quad (6.30)
\]

and, for \( r \geq 2 \),

\[
E \left| \frac{S_{N(t)} - N(t)\mu}{t} \right|^r \leq 2B_r E|X_1 - \mu|^r E \left( \frac{N(t)}{t} \right)^{r/2}. \quad (6.31)
\]

Now, by using \( (6.30) \) and \( (6.31) \) together with \( (5.38) \) we can rework the induction procedure of the proof of Theorem 5.4 (cf. step (iii) there) and conclude that

\[
E \left( \frac{N(t)}{t} \right)^r \leq \text{constant, uniformly in } t \geq t_0.
\]

(So far everything holds also for \( r = 1 \).)

Now, since \( r > 1 \), it follows from \( (6.32) \) that

\[
\left\{ \left( \frac{N(t)}{t} \right)^{(r/2)^V_1}, t \geq t_0 \right\}
\]

is uniformly integrable. \( (6.33) \)

We can thus apply Theorem 6.4 to the sequence \( \{X_k - \mu, k \geq 1\} \) and conclude that
\[
\left\{ \left| \frac{S_N(t) - N(t)\mu}{t} \right|^r, t \geq t_0 \right\} \text{ is uniformly integrable,} \tag{6.34}
\]
which together with (6.27), (5.40) and Lemma A.1.3 proves the theorem (for \( r > 1 \)).

\[\square\]

Remark 6.4. The reason why the case \( r > 1 \) is easier is that we always have \((r/2) \lor 1 < r\) in that case, which makes the transition from (6.32) to (6.33) possible then.

For the general case with \( EX_1 \neq 0 \) we can modify Theorem 6.5 for \( r > 1 \) in precisely the same way as Theorem 5.5 was derived from Theorem 5.4, and just as for Theorem 6.5 the case \( r = 1 \) needs special care, see Gut and Janson (1986). The following result is obtained.

**Theorem 6.6.** Suppose that \( EX_1 \neq 0 \). If, for some \( r \geq 1 \) and \( t_0 \geq 1 \),

\[E|X_1|^r < \infty \tag{6.35}\]

and the family

\[
\left\{ \left| \frac{S_N(t)}{t} \right|^r, t \geq t_0 \right\} \text{ is uniformly integrable,} \tag{6.36}
\]

then the family

\[
\left\{ \left( \frac{N(t)}{t} \right)^r, t \geq t_0 \right\} \text{ is uniformly integrable.} \tag{6.37}
\]

Finally, suppose that \( EX_1 = 0 \). Recall from Example 5.1 that the situation for this case is completely different. By expanding that example a little it is easily seen that (6.36) may very well hold for all \( r > 0 \) and yet (6.37) does not hold for any \( r \geq 1 \) (\( r \geq \frac{1}{2} \)).

**Example 6.1.** We thus consider the example from Section 1.5, that is, let \( \{X_k, k \geq 1\} \) be a sequence of i.i.d. random variables such that \( P(X_k = 1) = P(X_k = -1) = \frac{1}{2} \) and set \( S_n = \sum_{k=1}^{n} X_k, n \geq 0 \). Define

\[N(t) = \min\{n: S_n \geq [t]\} = \min\{n: S_n = [t]\} \quad (t \geq 0). \tag{6.38}\]

Clearly, \( S_{N(t)} = [t] \), and so

\[0 \leq \frac{S_{N(t)}}{t} = \frac{[t]}{t} \leq 1 \quad \text{for all } t > 0, \tag{6.39}\]

that is, (6.36) holds trivially for all \( r > 0 \). On the other hand, we know from random walk theory (see e.g. Example 5.1) that \( E(N(0)^r) = +\infty \) for all \( r \geq 1 \) and, since \( N(t) \geq N(0) \), (6.37) cannot hold for any \( r \geq 1 \).
Remark 6.5. In the previous example we also observe that it follows from
Theorem 2.3(iii) (since \( N(t) \xrightarrow{a.s.} +\infty \) as \( t \to \infty \)) that (2.10) holds, that is,
that
\[
\frac{S_{N(t)}}{N(t)} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty.
\] (6.40)

On the other hand, (2.11) does not hold, since (6.39) implies that
\[
\frac{S_{N(t)}}{t} \xrightarrow{a.s.} 1 \neq 0 \quad \text{as} \quad t \to \infty.
\] (6.41)

This shows the importance of condition (2.6); in the present example we have
\[
\lim_{t \to \infty} P(N(t) \leq xt^2) = G_{1/2}(x) = \sqrt{\frac{2}{\pi}} \int_{1/\sqrt{\pi}}^{\infty} e^{-y^2/2} dy,
\] (6.42)
(see Feller (1968), p. 90), that is, condition (2.6) does not hold.

Concerning a converse to Theorem 6.3 we can modify Example 6.1 so that
\( N(t) = \min\{n: S_n = [\sqrt{t}]\} \), \( t \geq 0 \), and the same phenomenon as before will appear. Note also that, since \( S_{N(t)}/\sqrt{t} \xrightarrow{a.s.} 1 \) as \( t \to \infty \), Anscombe’s theorem (Theorem 3.1(ii)) fails. Moreover, by (6.42) we have
\[
\lim_{t \to \infty} P(N(t) \leq x(\sqrt{t})^2) = G_{1/2}(x),
\] (6.43)
that is, \( N(t)/t \) converges in distribution to the strictly asymmetric stable distribution with index 1/2, from which it follows that \( S_{N(t)}/\sqrt{N(t)} = [\sqrt{t}]/\sqrt{N(t)} \) converges in distribution to \( |Z| \), where \( Z \) is standard normal. Thus, Theorem 3.1(i) does not hold either. Now, in generalized versions of
Anscombe’s theorem \( N(t)/t \) may converge in probability to a positive random variable, but in the present example \( N(t)/t \) converges in distribution only.

As for positive converses when \( E X_1 = 0 \) the situation seems harder.

1.7 Moment Convergence

We are now ready to establish our results on moment convergence in the strong
laws of large numbers and the central limit theorem. The proofs are immediate
consequences of Theorems 6.1–6.3 and Theorems 2.3 and 3.1, respectively
and Theorem A.1.1 (recall Remarks A.1.1 and A.1.2). We thus assume that
\( \{S_n, n \geq 0\} \) is a random walk with i.i.d. increments \( \{X_k, k \geq 1\} \) and that
\( \{N(t), t \geq 0\} \) is a family of stopping times as described before.

Theorem 7.1. Let \( r \geq 1 \) and suppose that \( E|X_1|^r < \infty \). Set \( \mu = EX_1 \). If
\[
\frac{N(t)}{t} \xrightarrow{a.s.} \theta \quad (0 < \theta < \infty) \quad \text{as} \quad t \to \infty
\] (7.1)
and, for some $t_0 \geq 1$, the family
\[
\left\{ \left( \frac{N(t)}{t} \right)^r, t \geq t_0 \right\}
\]
is uniformly integrable, \hspace{1cm} (7.2)
then
\[
\frac{S_{N(t)}}{t} \to \mu \cdot \theta \text{ a.s. and in } L^r \text{ as } t \to \infty
\]
and
\[
E \left| \frac{S_{N(t)}}{t} \right|^p \to (|\mu| \theta)^p \text{ as } t \to \infty \text{ for all } p, 0 < p \leq r.
\]

**Theorem 7.2.** Let $0 < r < 2$, suppose that $E|X_1|^r < \infty$ and that $EX_1 = 0$ when $1 \leq r < 2$. If
\[
\frac{N(t)}{t} \xrightarrow{a.s.} \theta \text{ (}0 < \theta < \infty\text{) as } t \to \infty
\]
and, for some $t_0 \geq 1$, the family
\[
\left\{ \frac{N(t)}{t}, t \geq t_0 \right\}
\]
is uniformly integrable, \hspace{1cm} (7.6)
then
\[
\frac{S_{N(t)}}{t^{1/r}} \to 0 \text{ a.s. and in } L^r \text{ as } t \to \infty
\]
and
\[
E \left| \frac{S_{N(t)}}{t^{1/r}} \right|^p \to 0 \text{ as } t \to \infty \text{ for all } p, 0 < p \leq r.
\]

**Theorem 7.3.** Let $r \geq 2$, suppose that $E|X_1|^r < \infty$ and $EX_1 = 0$ and set $\sigma^2 = \text{Var}X_1$ ($0 < \sigma^2 < \infty$). If
\[
\frac{N(t)}{t} \text{ }^p \to \theta \text{ (}0 < \theta < \infty\text{) as } t \to \infty
\]
and, for some $t_0 \geq 1$, the family
\[
\left\{ \left( \frac{N(t)}{t} \right)^{r/2}, t \geq t_0 \right\}
\]
is uniformly integrable, \hspace{1cm} (7.10)
then
\[
E \left| \frac{S_{N(t)}}{\sqrt{t}} \right|^p \to E|Z|^p \text{ as } t \to \infty \text{ for all } p, 0 < p \leq r
\]
and
\[
E \left( \frac{S_{N(t)}}{\sqrt{t}} \right)^k \to 0 \text{ as } t \to \infty \text{ for } k \text{ odd integer } \leq r,
\]
where $Z$ is a normal random variable with mean 0 and variance $\theta \sigma^2$. 

We have preferred to prove moment convergence via uniform integrability. In some cases, however, one can prove moment convergence by studying the moments directly, in particular when they converge to 0. Let us consider Theorem 7.2 (cf. Gut (1974c)).

By collecting the estimates for the moments in the case $0 < r < 1$ (cf. (6.10) and (6.11)) we find that

$$E \left| \frac{S_N(t)}{t^{1/r}} \right|^r \leq E \left| \frac{S'_N(t)}{t^{1/r}} \right|^r + E \left| \frac{S''_N(t)}{t^{1/r}} \right|^r < t^{r-1}M^r E \left( \frac{N(t)}{t} \right)^r + \varepsilon E \frac{N(t)}{t},$$

from which it follows that

$$\limsup_{t \to \infty} E \left| \frac{S_N(t)}{t^{1/r}} \right|^r < \varepsilon \cdot \sup_{t \geq t_0} E \frac{N(t)}{t}. \quad (7.13)$$

For the case $1 \leq r < 2$ we set $N_n(t) = N(t) \wedge n$ and apply Theorem A.2.2 to obtain

$$E |S'_{N_n(t)}|^r \leq B_r \cdot E \left| \frac{N_n(t)}{t} \right|^{r/2} \leq B_r \cdot E(2^M)^{r/2}$$

$$\leq B_r \cdot (2M)^r E(N(t))^{r/2},$$

which by Fatou’s lemma yields

$$E |S'_{N(t)}|^r \leq B_r \cdot (2M)^r E(N(t))^{r/2}. \quad (7.14)$$

This, together with (6.17) and the $c_r$-inequalities, yields

$$E \left| \frac{S_N(t)}{t^{1/r}} \right|^r < 2^{r-1} \left( t^{-1+(r/2)} B_r \cdot (2M)^r E \left( \frac{N(t)}{t} \right)^{r/2} + 2^r B_r \cdot \varepsilon E \frac{N(t)}{t} \right)$$

and thus

$$\limsup_{t \to \infty} E \left| \frac{S_N(t)}{t^{1/r}} \right|^r < \text{constant} \cdot \varepsilon. \quad (7.15)$$

By the arbitrariness of $\varepsilon$ we obtain the following result from (7.13) and (7.15). Note also that we actually only used boundedness of $\{E(N(t)/t)\}$.

**Theorem 7.4.** Let $0 < r < 2$, let $\{X_k, k \geq 1\}$ be as in Theorem 7.2 and suppose that

$$\left\{ E \frac{N(t)}{t}, t \geq t_0 \right\} \text{ is bounded.} \quad (7.16)$$

Then

$$\frac{S_{N(t)}}{t^{1/r}} \to 0 \text{ in } L^r \text{ and (hence) in probability as } t \to \infty, \quad (7.17)$$
that is
\[ E \left[ \left| \frac{S_{N(t)}}{t^{1/r}} \right|^r \right] \to 0 \quad \text{as} \quad t \to \infty. \quad (7.18) \]

The differences between Theorems 7.2 and 7.4 are

(a) since we did not assume (7.5) in the latter we cannot expect a.s. convergence and (and this is more important)

(b) since the assumption (7.16) is weaker than (7.6) we cannot conclude that \( \{|S_{N(t)}|/t^{1/r}\} \) is uniformly integrable without any extra assumptions, such as, for example, that \( \{N(t)\} \) is strictly increasing as a function of \( t \) (for almost all \( \omega \)).

(c) since we studied moments and not tails in Theorem 7.4 we did not have to introduce the truncation (6.12) of the stopping times (for \( 1 \leq r < 2 \)).

Remark 7.1. Theorems 4.1 and 4.2 are special cases of Theorems 7.1 and 7.3 respectively.

Remark 7.2. In view of Remark 6.3 it is also possible to state results when \( \{N(t), t \geq 0\} \) are not stopping times (by assuming the existence of one extra moment of \( X_1 \)).

1.8 The Stopping Summand

Since we, in general, will be dealing with stopping times it may be of special interest to study the (asymptotic) behavior of the stopping summand, that is, the summand which causes the stopping of the process.

As an example we may look at the theory of first passage times, see Chapter 3, where one considers the stopping times
\[ \nu(t) = \min \{ n; S_n > t \} \quad (t \geq 0) \quad (8.1) \]
for the sequence of partial sums of the i.i.d. random variables \( \{X_k, k \geq 1\} \) with positive mean. The object of interest then is \( X_{\nu(t)} \). An immediate observation is that, although a general summand assumes negative values with positive probability, we must have
\[ P(X_{\nu(t)} > 0) = 1. \quad (8.2) \]

In what follows, we let \( \{X_k, k \geq 1\} \) and \( \{N(t), t \geq 0\} \) be as before. The following lemma is Gut (1974a), Lemma 2.1. It gives a rather crude, but all the same, frequently sufficiently powerful, estimate on the moments of \( X_{N(t)} \).

Lemma 8.1. Let \( r \geq 1 \). If \( E|X_1|^r < \infty \) and \( EN(t) < \infty \), then
\[ E|X_{N(t)}|^r \leq (E|X_{N(t)}|^r)^{1/r} \leq (EN(t) \cdot E|X_1|^r)^{1/r}. \quad (8.3) \]
Proof. The first inequality is Lyapounov’s inequality. As for the second one we apply the useful relation

$$|X_{N(t)}|^r \leq |X_1|^r + \cdots + |X_{N(t)}|^r$$  \hspace{1cm} (8.4)

and Theorem 5.3 to the sequence of i.i.d. random variables \(\{|X_k|^r, k \geq 1\}\) and the stopping times \(\{N(t), t \geq 0\}\) to obtain

$$E|X_{N(t)}|^r \leq E \sum_{k=1}^{N(t)} |X_k|^r = EN(t) \cdot E|X_1|^r.$$  \hspace{1cm} (8.5)

\[\square\]

Remark 8.1. Note that (8.4) and (8.5) hold for all \(r > 0\).

From (8.5) it follows, for example, that

$$E \frac{|X_{N(t)}|^r}{t} \leq E \left( \frac{N(t)}{t} \right) \cdot E|X_1|^r$$  \hspace{1cm} (8.6)

and that if \(\{E(N(t)/t), t \geq t_0\}\) is bounded, then so is \(\{E(|X_{N(t)}|^r/t), t \geq t_0\}\).

To improve this to uniform integrability we can proceed as in Section 1.6, but we can, in fact, also appeal to Theorem 6.1 for the following reason.

By viewing \(\{|X_k|^r, k \geq 1\}\) as a sequence of i.i.d. random variables with finite mean we can invoke Theorem 6.1 for first moments to conclude that

$$\left\{ \frac{1}{t} \sum_{k=1}^{N(t)} |X_k|^r, t \geq t_0 \right\}$$  \hspace{1cm} (8.7)

is uniformly integrable provided \(\{(N(t)/t), t \geq t_0\}\) is. In view of (8.4) and Theorem 2.3(i) the following result emerges.

**Theorem 8.1.** Let \(r > 0\) and suppose that \(E|X_1|^r < \infty\). If, for some \(t_0 \geq 1\), the family

$$\left\{ \frac{N(t)}{t}, t \geq t_0 \right\}$$  \hspace{1cm} (8.8)

then the family

$$\left\{ \frac{|X_{N(t)}|^r}{t}, t \geq t_0 \right\}$$  \hspace{1cm} (8.9)

is uniformly integrable.

If, moreover,

$$\frac{N(t)}{t} \xrightarrow{a.s.} \theta \quad (0 < \theta < \infty) \quad \text{as} \quad t \to \infty,$$  \hspace{1cm} (8.10)
then

\[ \frac{X_{N(t)}}{t^{1/r}} \to 0 \quad \text{a.s. and in } L^r \quad \text{as} \quad t \to \infty. \quad (8.11) \]

In particular,

\[ E \left[ \frac{|X_{N(t)}|^r}{t} \right] \to 0 \quad \text{as} \quad t \to \infty. \quad (8.12) \]

**Remark 8.2.** If \( P(X_{N(t)} > 0) = 1 \) we have

\[ |X_{N(t)}|^r = (X_{N(t)}^+)^r \leq (X_{1}^+)^r + \cdots + (X_{N(t)}^+)^r \quad (8.13) \]

and thus all results concerning \( X_{N(t)} \) remain true under the assumption that \( E(X_{1}^+)^r < \infty \) only.

### 1.9 The Law of the Iterated Logarithm

Another important classical law is the law of the iterated logarithm, which in the i.i.d. setting is due to Hartman and Wintner (1941), see also e.g. Gut (2007), Theorem 8.1.2. It states that, for a random walk, \( \{S_n, n \geq 0\} \), whose i.i.d. increments, \( \{X_k, k \geq 1\} \), have mean 0 and finite variance, \( \sigma^2 \), one has

\[ \limsup_{n \to \infty} \left( \liminf_{n \to \infty} \frac{S_n}{\sqrt{2\sigma^2 n \log \log n}} \right) = \begin{cases} +1 & \text{a.s.} \\ (-1) & \text{a.s.} \end{cases} \quad (9.1) \]

In Strassen (1966) the converse was proved, namely, that if

\[ P \left\{ \limsup_{n \to \infty} \frac{|S_n|}{\sqrt{n \log \log n}} < \infty \right\} > 0, \quad (9.2) \]

then

\[ E X_1^2 < \infty \quad \text{and} \quad E X_1 = 0. \quad (9.3) \]

We refer to Stout (1974) and Gut (2007), Chapter 8 for discussions of these results as well as many generalizations.

One way to express (9.1) is to say that the smallest and largest limit points of \( \{(S_n/\sqrt{2\sigma^2 n \log \log n}), n \geq 3\} \) are \(-1\) and \(+1\) respectively. One generalization is to prove that the limit points of the sequence in question are, in fact, all points in \([-1, 1]\) (with probability 1). The following result is an Anscombe version of this generalization.

Let \( C(\{x_n\}) \) denote the set of limit points (the cluster set) in \( \mathbb{R} \) of \( \{x_n\} \).

**Theorem 9.1.** Let \( \{X_k, k \geq 1\} \) be i.i.d. random variables with mean 0 and variance \( \sigma^2 \) (0 < \( \sigma^2 < \infty \)) and set \( S_n = \sum_{k=1}^{n} X_k, n \geq 1 \). Further, assume that

\[ \frac{N(t)}{t} \xrightarrow{a.s.} \theta \quad (0 < \theta < \infty) \quad \text{as} \quad t \to \infty. \quad (9.4) \]
1.10 Complete Convergence and Convergence Rates

Then

\[
C \left( \left\{ \frac{S_{N(t)}}{\sqrt{2\sigma^2 N(t) \log^+ \log^+ N(t)}} \mid t \geq 1 \right\} \right) = [-1, 1] \text{ a.s.} \tag{9.5}
\]

and

\[
C \left( \left\{ \frac{S_{N(t)}}{\sqrt{2\sigma^2 t \theta \log \log t}} \mid t \geq 3 \right\} \right) = [-1, 1] \text{ a.s.} \tag{9.6}
\]

In particular,

\[
\limsup_{t \to \infty} \left( \liminf_{t \to \infty} \right) \frac{S_{N(t)}}{\sqrt{2\sigma^2 N(t) \log \log N(t)}} = +1 \text{ a.s.} \tag{9.7}
\]

and

\[
\limsup_{t \to \infty} \left( \liminf_{t \to \infty} \right) \frac{S_{N(t)}}{\sqrt{2\sigma^2 t \theta \log \log t}} = -1 \text{ a.s.} \tag{9.8}
\]

Such results are generally obtained as particular cases of a strong invariance principle, in which the whole summation process is considered. For an elementary direct proof of Theorem 9.1 (in discrete time) we refer to Torrång (1987).

1.10 Complete Convergence and Convergence Rates

A sequence of random variables \( \{U_n, n \geq 1\} \) is said to converge completely to a constant \( c \) if

\[
\sum_{n=1}^{\infty} P(|U_n - c| > \varepsilon) < \infty \quad \text{for all } \varepsilon > 0. \tag{10.1}
\]

This definition was introduced by Hsu and Robbins (1947), who proved that the sequence of arithmetic means of i.i.d. random variables converges completely to the expected value of the summands, provided the variance is finite. Later Erdős (1949, 1950) proved the converse (cf. also Gut (2007), Theorem 6.11.2).

Such a result can also be interpreted as a statement concerning the rate of convergence in the law of large numbers. In this context it has been extended by several authors. For the most general version we refer to Baum and Katz (1965); cf. also Gut (2007), Theorem 6.12.1.

The Hsu and Robbins result has been generalized to stopped random walks by Szynal (1972) and the corresponding generalization of Baum and Katz (1965) (see also Katz (1963)) has been established in Gut (1983b). Here we quote Theorem 2.1 and Gut (1983b) in a form relevant to our considerations in Chapter 3. Note that \( \{N(t), t \geq 0\} \) need not be stopping times.
Theorem 10.1. Let $\alpha r \geq 1$ and $\alpha > 1/2$. Suppose that $E|X_1|^r < \infty$ and that $EX_1 = 0$ when $r \geq 1$. If, for some $\theta$ ($0 < \theta < \infty$) and some $\delta$ ($0 < \delta < \theta$),

$$\sum_{n=1}^{\infty} n^{\alpha r - 2} P(|N(n) - n\theta| > n\delta) < \infty,$$  \hspace{1cm} (10.2)

then

$$\sum_{n=1}^{\infty} n^{\alpha r - 2} P(|S_{N(n)}| > (N(n))^\alpha \varepsilon) < \infty \quad \text{for all } \varepsilon > 0$$  \hspace{1cm} (10.3)

and

$$\sum_{n=1}^{\infty} n^{\alpha r - 2} P(|S_{N(n)}| > n^\alpha \varepsilon) \quad \text{for all } \varepsilon > 0.$$  \hspace{1cm} (10.4)

Outline of Proof. The proof of (10.3) is based on the relation

$$P(|S_{N(n)}| > (N(n))^\alpha \varepsilon) = P(\{|S_{N(n)}| > (N(n))^\alpha \varepsilon\} \cap \{|N(n) - n\theta| > n\delta\})$$

$$+ P(\{|S_{N(n)}| > (N(n))^\alpha \varepsilon\} \cap \{|N(n) - n\theta| \leq n\delta\}),$$  \hspace{1cm} (10.5)

after which the first probability in the RHS is taken care of by (10.2) and the last term is taken care of by the results for the classical case. For details we refer to the original paper. The proof of (10.4) is similar. \(\square\)

Remark 10.1. For $\alpha = 1, r = 2$ (Szynal (1972)), a slightly weaker result can be stated in terms of complete convergence; namely, if $\{(N(n)/n), n \geq 1\}$ converges completely to a positive, finite constant, then so do $\{|S_{N(n)}/N(n)|, n \geq 1\}$ and $\{|S_{N(n)}/n|, n \geq 1\}$ provided the variance is finite (and the mean is 0).

For the limiting case $\alpha = 1/2$ the probabilities $P(|S_n| > \sqrt{n} \cdot \varepsilon)$ do not converge to 0 as $n \to \infty$ in view of the central limit theorem, so there cannot be a general theorem for that case. However, by modifying the normalization slightly one can still obtain positive results. The following theorem is related to the law of the iterated logarithm for stopped random walks.

Theorem 10.2. Suppose that $EX_1 = 0$ and that $EX_1^2 = \sigma^2 < \infty$. If, for some $\theta$ ($0 < \theta < \infty$),

$$\sum_{n=1}^{\infty} \frac{1}{n} P(|N(n) - n\theta| > n\delta) < \infty \quad \text{for all } \delta < 0 \hspace{1cm} (10.6)$$

then

$$\sum_{n=1}^{\infty} \frac{1}{n} P(|S_{N(n)}| > \varepsilon \sqrt{N(n) \log^+ \log^+ N(n)}) < \infty \quad \text{for } \varepsilon > \sigma \sqrt{2} \hspace{1cm} (10.7)$$
and
\[ \sum_{n=3}^{\infty} \frac{1}{n} P(|S_{N(n)}| > \varepsilon \sqrt{n \log \log n}) < \infty \quad \text{for } \varepsilon > \sigma \sqrt{2}\theta. \] (10.8)

Remark 10.2. The results have been stated for \( \{N(n), n \geq 1\} \). It is, however, also possible to state them for the whole family \( \{N(t), t \geq 0\} \) with the sums replaced by integrals (see Gut (1983b), Remark 5.D).

1.11 Problems

1. Prove that Theorem 2.3(i) and (ii) remain valid if (2.6) is replaced by
\[ \limsup_{t \to \infty} \frac{N(t)}{t} < \infty \quad \text{a.s.} \] (11.1)

2. Prove Anscombe’s theorem (Theorem 3.1) by showing that the Anscombe condition (A) is satisfied.
3. Prove Theorem 3.2.
4. A martingale proof of Theorem 4.1. Set \( \mathcal{F}_n = \sigma\{S_k, k \geq n\}, \ n \geq 1 \).
   (a) Suppose first that \( E|X_1| < \infty \) (and that \( EX_1 = \mu \)). Show that \( \{(S_n/n, \mathcal{F}_n), n \geq 1\} \) is a reversed martingale and hence, that
   \[ \frac{S_n}{n} \to \mu \quad \text{a.s. and in } L^1 \quad \text{as } n \to \infty. \] (11.2)
   (b) Suppose, in addition, that \( E|X_1|^r < \infty \) (\( r \geq 1 \)). Extend the arguments in (a) to show that
   \[ \frac{S_n}{n} \to \mu \quad \text{a.s. and in } L^r \quad \text{as } n \to \infty. \] (11.3)
5. Prove Theorem 4.1 by using the method to prove Theorem 4.2.
6. Prove the version of Theorem 4.1 corresponding to the Marcinkiewicz–Zygmund strong law mentioned at the end of Section 1.4.
7. In Remark 5.5 we mentioned Blackwell (1946), where another proof of Theorem 5.3(i) is given. The idea there is closely related to that of step (i) in the proof of Theorem 5.5, that is, the crucial formula is
   \[ \frac{S_{N_1+\cdots+N_k}}{k} = \frac{S_{N_1+\cdots+N_k}}{N_1+\cdots+N_k} \cdot \frac{N_1+\cdots+N_k}{k} \] (11.4)
   (cf. formula (5.45)). Complete the proof.
8. Prove Theorem 5.3 by direct computations; cf. Remark 5.6. For (ii) it simplifies to assume (without restriction) that \( EX_1 = 0 \).
10. Verify Remark 8.2.
11. Prove (8.9) by proceeding as in Section 1.6.
12. Complete the proof of Theorem 10.1.
Renewal Processes and Random Walks

2.1 Introduction

In the first chapter we stated and proved various limit theorems for stopped random walks. These limit theorems shall, in subsequent chapters, be used in order to obtain results for random walks stopped according to specific stopping procedures as well as for the families of stopping times (random indices) themselves. However, before doing so we shall, in this chapter, survey some of the basic facts about random walks.

Our emphasis will be on that part of the theory which is most relevant for this book. Classical fluctuation theory, the combinatorial formulas, Wiener–Hopf factorization etc. are therefore excluded in our presentation; we refer the reader to the existing literature cited below. We furthermore assume that the reader already has some familiarity with much of the material, so its character will rather be a review than a through exposition. As a consequence proofs will not always be given; in general only when they are short or in the spirit of the present treatise.

We begin our survey by considering an important class of random walks which has attended special interest; the class of renewal processes. Their special feature is that they are concentrated on $[0, \infty)$, that is, the steps are non-negative. A similar theory exists, of course, for random walks concentrated on $(-\infty, 0]$. Sections 2.2–2.7 are devoted to the study of renewal processes.

In the remaining sections of the chapter we treat random walks on $(-\infty, \infty)$ (and such that they are not concentrated on either half axis). We give a characterization of the three possible kinds of random walks, introduce ladder variables, the partial maxima and present some general limit theorems.

We close this section by introducing some notation. Throughout $(\Omega, \mathcal{F}, P)$ is a probability space on which everything is defined, $\{S_n, n \geq 0\}$ is a random walk with i.i.d. increments $\{X_k, k \geq 1\}$ and $S_0 = 0$, or, equivalently, $\{X_k, k \geq 1\}$ is a sequence of i.i.d. random variables with partial sums $S_n = \sum_{k=1}^n X_k$, $n \geq 0$. We let $F$ denote the (common) distribution of
the increments (summands). To avoid trivialities we assume throughout that
\( P(X_1 \neq 0) > 0 \).

Depending on the support of the distribution function \( F \) we shall distin-
guish between two kinds of random walks (renewal processes). We say
that the random walk (renewal process) is arithmetic if \( F \) has its support
on \( \{0, \pm d, \pm 2d, \ldots \} \) for some \( d > 0 \). The largest \( d \) with this
property is called the span. A random walk or renewal process which is arith-
metic with span \( d \) will also be called \( d \)-arithmetic. If \( F \) is not of this kind (for
any \( d \)) we say that the random walk or renewal process is nonarithmetic.

### 2.2 Renewal Processes; Introductory Examples

**Example 2.1.** Consider some electronic device, in particular, one specific com-
ponent. As soon as the component breaks down it is automatically and
instantly replaced by a new identical one, which, when it breaks down, is
replaced similarly etc. Let \( \{X_k, k \geq 1\} \) denote the successive lifetimes and
set \( S_n = \sum_{k=1}^{n} X_k, n \geq 0 \). With this setup \( S_n \) denotes the (random)
total lifetime of the \( n \) first components. If, for example, \( \{X_k, k \geq 1\} \) is a sequence
of i.i.d. exponentially distributed random variables, then \( S_n \) has a gamma
distribution.

In practice, however, it is more likely that one is interested in the random
number of components required to keep the device alive during a fixed time
interval rather than being interested in the accumulated random lifetime for
a fixed number of components.

In the exponential case, the stochastic process which counts the number
of components that are replaced during fixed time intervals is the well known
Poisson process.

**Example 2.2.** In a chemical substance the movement of the molecules can be
modeled in such a way that each molecule is subject to repeated (i.i.d.) random
displacements at random times. In analogy with the previous example, rather
than being interested in the accumulated displacement of a molecule after a
fixed number of steps, it is more natural to consider the location of a molecule
at a fixed time point.

**Example 2.3 (The Bernoulli random walk).** Here \( \{X_k, k \geq 1\} \) are i.i.d. \( \text{Be}(p)\-
distributed random variables, that is, \( P(X_k = 1) = 1 - P(X_k = 0) = p \), and
\( S_n = \sum_{k=1}^{n} X_k, n \geq 0 \), denotes the random number of “successes” after \( n \)
trials, which has a Binomial distribution. If, instead, we consider the random
number of performances required to obtain a given number of successes we
are lead to the Negative Binomial process.

A common feature in these examples thus is that rather than studying
the random value of a sum of a fixed number of random variables one inves-
tigates the random number of terms required in order for the sum to attain a
certain (deterministic) value. For nonnegative summands we are lead to the part of probability theory called renewal theory and the summation process \( \{S_n, n \geq 0\} \) is called a renewal process. Examples 2.1 and 2.3 are exactly of this kind and, under appropriate additional assumptions, also Example 2.2.

We now proceed to give stringent definitions and present a survey of the most important results for renewal processes.

Some fundamental papers on renewal theory are Feller (1949), Doob (1948) and Smith (1954, 1958). The most standard book references are Feller (1968), Chapter XIII for the arithmetic case (where the treatment is in the context of recurrent events) and Feller (1971), Chapters VI and XI for the nonarithmetic case. Some further references are Prabhu (1965), Chapter 5, Cox (1967), Çinlar (1975), Chapter 9, Jagers (1975), Chapter 5 and Asmussen (2003).

2.3 Renewal Processes; Definition and General Facts

Let \( \{X_k, k \geq 1\} \) be i.i.d. nonnegative random variables and let \( \{S_n, n \geq 0\} \) be the partial sums. The sequence \( \{S_n, n \geq 0\} \) thus defined is a renewal process.

We further let \( F \) denote the common distribution function of the summands and let \( F_n \) be the distribution function of \( S_n, n \geq 0 \). Thus

\[
F_0(x) = \begin{cases} 0, & x < 0, \\ 1, & x \geq 0, \end{cases} \quad (3.1a)
\]

\[
F_1(x) = F(x), \quad (3.1b)
\]

\[
F_n(x) = F^{\otimes n}(x) \quad (n \geq 1), \quad (3.1c)
\]

that is, \( F_n \) equals the \( n \)-fold convolution of \( F \) with itself.

To avoid trivialities we assume throughout that \( P(X_1 > 0) > 0 \).

The main object of interest in the study of renewal processes (in renewal theory) is the renewal counting process \( \{N(t), t \geq 0\} \), defined by

\[
N(t) = \max\{n: S_n \leq t\}. \quad (3.2)
\]

An alternative interpretation is \( N(t) = \) the number of renewals in \((0, t] = \text{Card}\{n \geq 1: S_n \leq t\}\).

Remark 3.1. A case of particular importance is when \( F(x) = 1 - e^{-\lambda x}, x \geq 0 \), that is, when the lifetimes are exponentially distributed. In this case \( \{N(t), t \geq 0\} \) is a Poisson process with intensity \( \lambda \) (recall Example 2.1). We also observe that the renewal process defined in Example 2.1 is nonarithmetic. The renewal process defined in Example 2.3 is, however, arithmetic with span 1 (1-arithmetic).
Remark 3.2. The definition (3.2) is not the only existing definition of the renewal counting process. Some authors prefer Card\{n \geq 0: S_n \leq t\}, thus counting \( n = 0 \) as a renewal.

We are now ready for our first result.

**Theorem 3.1.**

(i) \( P(N(t) < \infty) = 1 \);

(ii) \( E(N(t))^r < \infty \) for all \( r > 0 \);

(iii) There exists \( s_0 > 0 \) such that \( E e^{sN(t)} < \infty \) for all \( s < s_0 \).

**Proof.** By assumption there exists \( x_0 > 0 \) such that \( P(X_1 \geq x_0) > 0 \). Since scaling does not affect the conclusions we may, without loss of generality, assume that \( x_0 = 1 \). Now, define, for \( k \geq 1 \),

\[
\bar{X}_k = \begin{cases} 
0, & \text{if } X_k < 1, \\
1, & \text{if } X_k \geq 1,
\end{cases} \quad (3.3)
\]

\( S_n = \sum_{k=1}^n \bar{X}_k, \ n \geq 0, \) and \( \bar{N}(t) = \max\{n: \bar{S}_n \leq t\} \). Then, clearly, \( \bar{X}_k \leq X_k, \ k \geq 1, \) \( \bar{S}_n \leq S_n, \ n \geq 0, \) and, hence, \( \bar{N}(t) \geq N(t), \ t \geq 0 \).

But, \( \{\bar{N}(t), t \geq 0\} \) is the Negative Binomial process from Example 2.3 (cf. also Remark 3.1), for which the theorem is well known, and the conclusions follow. \( \square \)

An important relation upon which several proofs are based is the inverse relationship between renewal processes and counting processes, namely

\[ \{N(t) \geq n\} = \{S_n \leq t\}. \quad (3.4) \]

As an immediate example we have

\[ EN(t) = \sum_{n=1}^{\infty} P(N(t) \geq n) = \sum_{n=1}^{\infty} P\{S_n \leq t\} = \sum_{n=1}^{\infty} F_n(t). \quad (3.5) \]

Next we define the renewal function \( U(t) = \sum_{n=1}^{\infty} F_n(t) \) and conclude, in view of (3.5), that

\[ U(t) = \sum_{n=1}^{\infty} F_n(t) = EN(t). \quad (3.6) \]

Remark 3.3. Just as there is no unique way of defining counting processes (see Remark 3.2) there is also some ambiguity concerning the renewal function. If one defines counting processes in such a way that \( n = 0 \) is also counted as a renewal, then it is more natural to define the renewal function as \( \sum_{n=0}^{\infty} F_n(t) \) (for example, in order for the analog of (3.6) to remain true). In fact, some authors begin by defining \( U(t) \) this way and then define \( N(t) \) so that \( U(t) = EN(t) \), that is, such that \( N(t) = \text{Card}\{n \geq 0: S_n \leq t\} \).
By using the first equality in (3.6) twice we obtain

\[ U(t) = F_1(t) + \sum_{n=1}^{\infty} F_{n+1}(t) = F(t) + \sum_{n=1}^{\infty} (F_n * F)(t) \]

\[ = F(t) + (U * F)(t), \]

which is one half of the following theorem.

**Theorem 3.2 (The Integral Equation for Renewal Processes).** The renewal function \( U(t) \) satisfies the integral equation

\[ U(t) = F(t) + (U * F)(t) \]  

(3.7a)

or, equivalently,

\[ U(t) = F(t) + \int_0^t U(t - s)dF(s). \]  

(3.7b)

Moreover, \( U(t) \) is the unique solution of (3.7), which is bounded on finite intervals.

**Remark 3.4.** If the renewal process is \( d \)-arithmetic, then

\[ U(nd) = u_0 + u_1 + \cdots + u_n \quad (n \geq 0), \]  

(3.8a)

where

\[ u_k = \sum_{j=1}^{\infty} P(S_j = kd) \quad (k \geq 0). \]  

(3.8b)

Moreover, with \( f_k = P(X_1 = kd), \ k \geq 0, \) we obtain the discrete convolution formula

\[ u_n = f_n + \sum_{k=0}^{n} u_{n-k} f_k. \]  

(3.9)

**Remark 3.5.** By defining indicator variables \( \{I_j, j \geq 1\} \) by \( I_j = 1 \{S_j = kd\} \) we note that \( \sum_{j=1}^{\infty} I\{S_j = kd\} \) equals the actual number of partial sums equal to \( kd, \ k \geq 0, \) and that \( u_k \) equals the expected number of partial sums which are equal to \( kd, \ k \geq 0. \) (Observe that \( S_0 \) is not included in the count).

A mathematically important fact is that \( N(t) \) is not a stopping time (with respect to the renewal process); for the definition of a stopping time we refer to the end of Section A.2. To see this intuitively, we note that we cannot determine whether or not the event \( \{N(t) = n\} \) has occurred without looking into the future. It is therefore convenient to introduce the first passage time process \( \{\nu(t), t \geq 0\} \), defined by

\[ \nu(t) = \min\{n: S_n > t\}. \]  

(3.10)
because \( \nu(t) \) is a stopping time for all \( t > 0 \). Moreover, it turns out that first passage time processes are the natural processes to consider in the context of renewal theory for random walks (see Chapter 3 below).

We now observe that
\[
\nu(t) = N(t) + 1, \tag{3.11}
\]
from which it, for example, follows that the conclusions of Theorem 3.1 also hold for the first passage times.

The following formula, corresponding to (3.6) also follows.
\[
E\nu(t) = 1 + EN(t) = 1 + \sum_{n=1}^{\infty} F_n(t) = \sum_{n=0}^{\infty} F_n(t). \tag{3.12}
\]
However, whereas \( 0 \leq S_{N(t)} \leq t \), that is, \( S_{N(t)} \) has moments of all orders we cannot conclude that \( S_{\nu(t)} \) has any moments without further assumptions. We have, in fact,
\[
E(S_{\nu(t)})^r < \infty \iff E(X_1)^r < \infty \quad (r > 0). \tag{3.13}
\]
This follows from Theorems 3.1, 1.5.1 and 1.5.2. We give no details, since such an equivalence will be established for general random walks with \( EX_1 = \mu > 0 \) (and \( r \geq 1 \)) in Chapter 3; see Theorem 3.3.1.

In the following section we present some asymptotic results for renewal counting processes, so-called renewal theorems, which, due to their nature and in view of (3.11), also hold for first passage time processes. In fact, the proofs of some of them are normally first given for the latter processes (because of the stopping time property) after which one uses (3.11).

### 2.4 Renewal Theorems

Much of the early work on renewal processes was devoted to the study of the renewal function \( U(t) \), in particular to asymptotics. In this section we present some of these limit theorems.

**Theorem 4.1 (The Elementary Renewal Theorem).** Let \( 0 < \mu = EX_1 \leq \infty \). Then
\[
\frac{U(t)}{t} \to \frac{1}{\mu} \quad \text{as} \quad t \to \infty, \tag{4.1}
\]
the limit being 0 when \( \mu = +\infty \).

**Proof.** Suppose first that \( 0 < \mu < \infty \). Since \( N(t) \) is not a stopping time we consider \( \nu(t) \) in order to apply Theorem 1.5.3. It follows that
\[
U(t) = EN(t) = E\nu(t) - 1 = \frac{1}{\mu} ES_{\nu(t)} - 1
= \frac{t}{\mu} + \frac{1}{\mu} E(S_{\nu(t)} - t) - 1,
\]
and, hence, that
\[ \frac{U(t)}{t} = \frac{1}{\mu} + \frac{E(S_{\nu(t)} - t)}{\mu t} - \frac{1}{t}. \]  
(4.2)

Since \( S_{\nu(t)} - t \geq 0 \) we obtain
\[ \liminf_{t \to \infty} \frac{U(t)}{t} \geq \frac{1}{\mu}. \]  
(4.3)

Next we note that
\[ S_{\nu(t)} - t \leq S_{\nu(t)} - S_N = X_{\nu(t)}. \]  
(4.4)

Suppose that \( P(X_k \leq M) = 1 \) for some \( M > 0, k \geq 1 \). Then (4.2) and (4.4) together imply that
\[ \frac{U(t)}{t} \leq \frac{1}{\mu} + \frac{M}{t}, \]  
(4.5)

and thus that
\[ \limsup_{t \to \infty} \frac{U(t)}{t} \leq \frac{1}{\mu}, \]  
(4.6)

which, together with (4.3), proves (4.1) for that case.

For arbitrary \( \{X_k, k \geq 1\} \) the conclusion follows by a truncation procedure. We define a new renewal process \( \{S'_n, n \geq 0\} \), by defining \( X'_{k} = X_k I\{X_k \leq M\} \), \( k \geq 1 \). By arguing as in the proof of Theorem 3.1 we now obtain \( U(t) \leq U'(t) \) and, hence, that
\[ \limsup_{t \to \infty} \frac{U(t)}{t} \leq \frac{1}{\mu'} = \frac{1}{EX_1 I\{X_1 \leq M\}}. \]  
(4.7)

The conclusion follows by letting \( M \to \infty \).

Finally, if \( \mu = +\infty \) we truncate again and let \( M \to \infty \). \( \square \)

The following result is a refinement of Theorem 4.1. The arithmetic case is due to Kolmogorov (1936) and Erdős, Feller and Pollard (1949) and the nonarithmetic case is due to Blackwell (1948).

**Theorem 4.2.**

(i) For nonarithmetic renewal processes we have
\[ U(t) - U(t-h) \to \frac{h}{\mu} \quad \text{as} \quad t \to \infty. \]  
(4.8)

(ii) For \( d \)-arithmetic renewal processes we have
\[ u_n = \sum_{k=1}^{\infty} P(S_k = nd) \to \frac{d}{\mu} \quad \text{as} \quad n \to \infty. \]  
(4.9)

The limits are 0 when \( \mu = +\infty \).
Theorem 4.2 is closely related to the integral equation (3.7). The following theorem gives a connection.

**Theorem 4.3 (The Key Renewal Theorem).**

(i) Suppose that the renewal process is nonarithmetic. If \( G(t), t \geq 0 \), is a bounded, nonnegative, nonincreasing function, such that \( \int_0^\infty G(t)dt < \infty \), then

\[
\int_0^t G(t-s)dU(s) \rightarrow \frac{1}{\mu} \int_0^\infty G(s)ds \quad \text{as} \quad t \to \infty. \tag{4.10}
\]

(ii) Suppose that the renewal process is \( d \)-arithmetic. If \( G(t), t \geq 0 \), is nonnegative and \( \sum_{n=0}^\infty G(nd) < \infty \), then

\[
\sum_{k=0}^n G(nd - kd)u_{kd} \rightarrow \frac{d}{\mu} \sum_{k=0}^\infty G(kd) \quad \text{as} \quad n \to \infty. \tag{4.11}
\]

If \( \mu = +\infty \) the limits in (i) and (ii) are 0.

If, in particular, \( \{X_k, k \geq 1\} \) are exponentially distributed with mean \( \lambda^{-1} \), that is, if \( \{N(t), t \geq 0\} \) is a Poisson process with intensity \( \lambda \) (recall Example 2.1 and Remark 3.1), then \( \mu = \lambda^{-1} \) and it follows, in particular, that \( U(t) = EN(t) = \lambda t = t/\mu \) and that \( U(t) - U(t-h) = h/\mu \). Thus, there is equality in Theorems 4.1 and 4.2 for all \( t \) in this case.

The renewal process in Example 2.3 (which is arithmetic with span 1) runs as follows: First there is a geometric (with mean \( q/p \)) number of zeroes, then a one, then a geometric (with mean \( q/p \)) number of zeroes followed by a one and so on. It follows that the actual number of partial sums equal to \( k \) (recall Remark 3.5) equals \( 1 + \) a geometric (with mean \( q/p \)) number. To see this we observe that the first partial sum that equals \( n \) is obtained for \( S_k \) where \( k \) is such that \( S_{k-1} = n - 1 \) and \( X_k = 1 \) (and thus, \( S_k = n \)). After this there is a geometric number of zeroes before the next one (which brings the sum to \( n+1 \)) appears. We thus obtain \( u_n = 1 + (q/p) = 1/p = 1/\mu \) (since \( \mu = p \)). Thus, formula (4.9) is exact for all \( n \) in this case.

**Remark 4.1.** In the classical proofs of Theorems 4.2 and 4.3 a lemma due to Choquet and Deny (1960) plays an important role. In Doob, Snell and Williamson (1960) a proof, based on martingale theory, is given; see also Meyer (1966), pp. 192–193 or Jagers (1975), p. 107.

**Remark 4.2.** In the 1970s an old method due to Doeblin, called coupling enjoyed a big revival. We only mention some references where proofs of renewal theorems using coupling can be found: Lindvall (1977, 1979, 1982, 1986), Arjas, Nummelin and Tweedie (1978), Athreya, McDonald and Ney (1978), Ney (1981) and Thorisson (1987).
Remark 4.3. The key renewal theorem (Theorem 4.3) has been generalized by Mohan (1976) in the nonarithmetic case and by Niculescu (1979) in the d-arithmetic case. They assume that $G$ varies regularly with exponent $\alpha$ ($0 \leq \alpha < 1$) and conclude (essentially) that the LHS’s in (4.10) and (4.11) vary regularly with exponent $\alpha$. For a slightly different generalization, see Erickson (1970).

2.5 Limit Theorems

In this section we present the strong law and the central limit theorem for renewal counting processes. The strong law is due to Doob (1948) (a.s. convergence) and Feller (1941) and Doob (1948) (convergence of the mean) and Hatôri (1959) (convergence of moments of order $> 1$). The central limit theorem is due to Feller (1949) in the arithmetic case and to Takács (1956) in the nonarithmetic case. Here we present a proof based on Anscombe’s theorem (Theorem 1.3.1). The asymptotic expansions of mean and variance are due to Feller (1949) in the arithmetic case and Smith (1954) in the nonarithmetic case.

Let us, however, first observe that, by (3.4), we have

$$N(t) \to +\infty \quad \text{as} \quad t \to \infty. \quad (5.1)$$

By (5.1) and (3.11) we also have $\nu(t) \to \infty$ as $t \to \infty$.

**Theorem 5.1 (The Strong Law for Counting Processes).** Let $0 < \mu = EX_1 \leq \infty$. Then

(i) \quad \frac{N(t)}{t} \xrightarrow{a.s.} \frac{1}{\mu} \quad \text{as} \quad t \to \infty;

(ii) \quad E \left( \frac{N(t)}{t} \right)^r \to \frac{1}{\mu^r} \quad \text{as} \quad t \to \infty \quad \text{for all} \quad r > 0.

For $\mu = +\infty$ the limits are 0.

**Proof.** Suppose that $0 < \mu < \infty$.

(i) The relation

$$S_{N(t)} \leq t < S_{\nu(t)} \quad (5.2)$$

and (3.11) together yield

$$\frac{S_{N(t)}}{N(t)} \leq \frac{t}{N(t)} < \frac{S_{\nu(t)}}{\nu(t)} \cdot \frac{N(t) + 1}{N(t)}. \quad (5.3)$$
An application of Theorem 1.2.3 now shows that the extreme members in (5.3) both converge almost surely to $\mu$ as $t \to \infty$, which shows that
\[
\frac{t}{N(t)} \overset{\text{a.s.}}{\to} \mu \quad \text{as} \quad t \to \infty
\] (5.4)
and (i) follows.

(ii) We wish to show that
\[
\Big\{ \left( \frac{N(t)}{t} \right)^r, t \geq 1 \Big\}
\]
is uniformly integrable for all $r > 0$, (5.5)
because (ii) then follows from (i), (5.5) and Theorem A.1.1.

We prefer, however, to prove the equivalent fact (recall (3.11)) that
\[
\Big\{ \left( \frac{\nu(t)}{t} \right)^r, t \geq 1 \Big\}
\]
is uniformly integrable for all $r > 0$. (5.6)

This result is, essentially, a consequence of the subadditivity of first passage time processes. Namely, let $t, s > 0$ and consider $\nu(t + s)$. In order to reach the level $t + s$ we must first reach the level $t$. When this has been done the process starts afresh. Since $S_{\nu(t)} > t$ the remaining distance for the process to climb is at most equal to $s$, and thus, the required number of steps to achieve this is majorized by a random quantity distributed as $\nu(s)$. More formally,
\[
\nu(t + s) \leq \nu(t) + \min \{ k - \nu(t): S_k - S_{\nu(t)} > s \}
= \nu(t) + \nu_1(s),
\] (5.7)
where $\nu_1(s)$ is distributed as $\nu(s)$.

Now, let $n \geq 1$ be an integer. By induction we have
\[
\nu(n) \leq \nu_1(1) + \cdots + \nu_n(1),
\] (5.8)
where $\{ \nu_k(1), k \geq 1 \}$ are distributed as $\nu(1)$. This, together with Minkowski’s inequality (see e.g. Gut (2007), Theorem 3.2.6) and Theorem 3.1(ii), shows that
\[
\| \nu(n) \|_r \leq n \| \nu(1) \|_r < \infty.
\] (5.9)

Finally, since $\nu(t) \leq \nu([t] + 1)$, we have, for $t \geq 1$,
\[
\frac{\nu(t)}{t} \leq 2 \frac{\nu([t] + 1)}{[t] + 1}
\] (5.10)
and thus, in view of (5.9), that
\[
\| \nu(t)/t \|_r \leq 2 \| \nu([t] + 1)/([t] + 1) \|_r \leq 2 \| \nu(1) \|_r < \infty.
\] (5.11)
Since the bound is uniform in $t$ it follows that $\{(\nu(t)/t)^p, t \geq 1\}$ is uniformly integrable for all $p < r$. Since $r$ was arbitrary, (5.6) (and hence (5.5)) follows.

This concludes the proof for the case $0 < \mu < \infty$. For $\mu = +\infty$ the conclusion follows by the truncation procedure used in the proof of Theorem 4.1. We omit the details.

\[\square\]

Remark 5.1. Theorem 5.1 also holds for $\{(\nu(t), t \geq 0\}$. This is immediate from Theorem 5.1, (3.11) and (5.6).

Theorem 5.2 (The Central Limit Theorem for Counting Processes). Suppose that $0 < \mu = EX_1 < \infty$ and $\sigma^2 = \text{Var}X_1 < \infty$. Then

\[(i)\quad \frac{N(t) - t/\mu}{\sqrt{\frac{\sigma^2 t}{\mu^3}}} \overset{d}{\to} N(0, 1) \quad \text{as} \quad t \to \infty.

(ii) If the renewal process is nonarithmetic, then

\[\text{EN}(t) = \frac{t}{\mu} + \frac{\sigma^2 - \mu^2}{2\mu^2} + o(1) \quad \text{as} \quad t \to \infty \quad (5.12)

\text{Var} N(t) = \frac{\sigma^2 t}{\mu^3} + o(t) \quad \text{as} \quad t \to \infty. \quad (5.13)

If the renewal process is $d$-arithmetic, then

\[\text{EN}(nd) = \frac{nd}{\mu} + \frac{\sigma^2 - \mu^2}{2\mu^2} + \frac{d}{2\mu} + o(1) \quad \text{as} \quad n \to \infty \quad (5.14)

\text{Var} N(nd) = \frac{\sigma^2 nd}{\mu^3} + o(n) \quad \text{as} \quad n \to \infty. \quad (5.15)

Proof. (i) We first observe that

\[\frac{S_{N(t)} - N(t)\mu}{\sigma \sqrt{t/\mu}} \leq \frac{t - N(t)\mu}{\sigma \sqrt{t/\mu}} < \frac{S_{\nu(t)} - \nu(t)\mu}{\sigma \sqrt{t/\mu}} + \frac{\mu}{\sigma} \sqrt{\frac{\mu}{t}} \quad (5.16)

by (3.11) and (5.2). In view of Theorem 5.1(i) and Remark 5.1 we now apply Anscombe’s theorem (Theorem 1.3.1(ii)) with $\theta = \mu^{-1}$ to the extreme members of (5.16) and conclude that they both converge in distribution to the standard normal distribution. Thus

\[\frac{t - N(t)\mu}{\sigma \sqrt{t/\mu}} \overset{d}{\to} N(0, 1) \quad \text{as} \quad t \to \infty. \quad (5.17)

which, in view of the symmetry of the normal distribution, proves (i).

(ii) Formulas (5.12) and (5.13) follow, essentially, from repeated use of the key renewal theorem (Theorem 4.3(i)). Formulas (5.14) and (5.15) follow similarly. \[\square\]
Remark 5.2. The classical proofs of Theorem 5.2(i) are based on the ordinary central limit theorem and the inversion formula (3.4).

Remark 5.3. Theorem 5.2 (with obvious modifications) also holds for \( \{\nu(t), t \geq 0\} \) in view of (3.11).

To prove moment convergence in Theorem 5.1 we proceeded via uniform integrability and Theorem A.1.1 (and the remarks there). For Theorem 5.2 we referred to proofs based on direct computations. Now, in order to conclude, from Theorem 5.2 that

\[
\left\{ \left( \frac{N(t) - t/\mu}{\sqrt{t}} \right)^2, t \geq 1 \right\}
\]

is uniformly integrable

\begin{equation}
(5.18)
\end{equation}

we observe that this does not follow immediately from Theorem A.1.1 since we are concerned with a family of random variables; recall Remark A.1.2. It does, however, follow that

\[
\left\{ \left( \frac{N(n) - n/\mu}{\sqrt{n}} \right)^2, n \geq 1 \right\}
\]

is uniformly integrable,

\begin{equation}
(5.19)
\end{equation}

which, together with the monotonicity of \( \{N(t), t \geq 0\} \) proves (5.18).

Moreover, (5.18) and (3.11) together imply that (5.18) also holds for first passage time processes, that is, that

\[
\left\{ \left( \frac{\nu(t) - t/\mu}{\sqrt{t}} \right)^2, t \geq 1 \right\}
\]

is uniformly integrable.

\begin{equation}
(5.20)
\end{equation}

Let us now consider the Poisson process and the Negative Binomial process.

In the former case (recall the notation from above) we have \( \mu = \lambda^{-1}, \sigma^2 = \lambda^{-2}, EN(t) = \lambda t \) and \( \text{Var } N(t) = \lambda t \). The validity of the central limit theorem is trivial. As for formulas (5.12) and (5.13) we find that

\[
\frac{t}{\mu} + \frac{\sigma^2 - \mu^2}{2\mu^2} = \lambda t \quad \text{and that} \quad \frac{\sigma^2 t}{\mu^3} = \lambda t,
\]

that is, we have equalities (without remainder) as expected.

In the latter case we have \( \mu = p, \sigma^2 = pq \) (and \( d = 1 \)). Here, however, it is easier to see that \( E\nu(n) = (n + 1) \cdot (1/p) \) and that \( \text{Var } \nu(n) = (n + 1) \cdot (q/p^2) \), since \( \nu(n) \) equals the number of performances required in order to succeed more than \( n \) times (that is, \( n + 1 \) times). Since \( N(n) = \nu(n) - 1 \) it follows that \( EN(n) = ((n + 1)/p) - 1 \) and that \( \text{Var } N(n) = (n + 1)q/p^2 \). (Alternatively \( N(n) \) equals the sum of \( n \) independent geometric variables with mean \( 1/p \) and one geometric variable with mean \( q/p \).) Again the central limit theorem presents no problem and it is easy to check that
\[ \frac{n}{\mu} + \frac{\sigma^2 - \mu^2}{2\mu^2} + \frac{1}{2\mu} = \frac{n + 1}{p} - 1. \]

Finally,
\[ \frac{\sigma^2 n}{\mu^3} = \frac{pqn}{p^3} = \frac{(n + 1)q}{p^2} - \frac{q}{p^2}, \]
that is, here we only have asymptotic equality with the leading term (but with a remainder which is much smaller than \( o(n) \)).

Finally, some remarks for the case when \( \text{Var} \ X_1 = +\infty \).

A generalization of (5.12) and (5.14) under the assumption that \( E|X_1|^{r} < \infty \) for some \( 1 < r < 2 \) has been proved in Täcklind (1944). The remainder then is \( o(t^{2-r}) \) as \( t \to \infty \).

For nonarithmetic renewal processes it has been shown by Mohan (1976) that \( EN(t) - (t/\mu) \) (= \( U(t) - (t/\mu) \)) is regularly varying with exponent \( 2 - \alpha \) iff \( F \) belongs to the domain of attraction of a stable law with index \( \alpha \) \( (1 < \alpha \leq 2) \). Moreover, a generalization of (5.13) is obtained, see also Teugels (1968).

### 2.6 The Residual Lifetime

In view of the fact that the sequence \( \{X_k, k \geq 1\} \) frequently is interpreted as a sequence of lifetimes it is natural to consider, in particular, the object (component) that is alive at time \( t \). Its total lifetime is, of course, \( X_{N(t)+1} = X_{\nu(t)} \). Of special interest is also the residual lifetime
\[
R(t) = S_{N(t)+1} - t = S_{\nu(t)} - t. \tag{6.1}
\]

In this section we present some asymptotic results.

As a first observation we note that, if \( \text{Var} \ X_1 = \sigma^2 < \infty \), then, by Theorem 1.5.3, we have
\[
ER(t) = ES_{\nu(t)} - t = \mu \left( E\nu(t) - \frac{t}{\mu} \right). \tag{6.2}
\]

By combining this with Theorem 5.2(ii) and (3.11) the following result emerges.

**Theorem 6.1.** Suppose that \( \text{Var} \ X_1 = \sigma^2 < \infty \).

(i) If the renewal process is nonarithmetic, then
\[
ER(t) \to \frac{\sigma^2 + \mu^2}{2\mu} \text{ as } t \to \infty. \tag{6.3}
\]

(ii) If the renewal process is \( d \)-arithmetic, then
\[
ER(nd) \to \frac{\sigma^2 + \mu^2}{2\mu} + \frac{d}{2} \text{ as } n \to \infty. \tag{6.4}
\]
This result indicates that $R(t)$, under appropriate conditions, may converge without normalization. That this is, indeed, the case is shown next.

**Theorem 6.2.** Suppose that $0 < EX_1 = \mu < \infty$.

(i) If the renewal process is nonarithmetic, then, for $x > 0$, we have

$$\lim_{t \to \infty} P(R(t) \leq x) = \frac{1}{\mu} \int_0^x (1 - F(s))ds.$$  \hspace{1cm} (6.5)

(ii) If the renewal process is $d$-arithmetic, then, for $k = 1, 2, 3, \ldots$, we have

$$\lim_{n \to \infty} P(R(nd) \leq kd) = \frac{d}{\mu} \sum_{j=0}^{k-1} (1 - F(jd))$$ \hspace{1cm} (6.6)

or, equivalently,

$$\lim_{n \to \infty} P(R(nd) = kd) = \frac{d}{\mu} P(X_1 \geq kd).$$ \hspace{1cm} (6.7)

**Proof.** We only prove (i), the proof of (ii) being similar.

It is more convenient to consider the tail of the distribution. We have

$$P(R(t) > x) = \sum_{n=1}^{\infty} P(S_{n-1} \leq t, S_n > t + x)$$

$$= P(X_1 > t + x) + \sum_{n=2}^{\infty} \int_0^t P(X_n > t + x - s)dF_{n-1}(s)$$

$$= 1 - F(t + x) + \int_0^t (1 - F(t + x - s))dU(s)$$

$$\to 0 + \frac{1}{\mu} \int_0^\infty (1 - F(x + s))ds$$

$$= \frac{1}{\mu} \int_x^\infty (1 - F(s))ds \quad \text{as} \quad t \to \infty.$$

For the convergence we use the key renewal theorem (Theorem 4.3(i)) with $G(t) = 1 - F(t + x)$, $t > 0$, and the fact that $\int_0^\infty G(t)dt = \int_x^\infty (1 - F(s))ds \leq EX_1 < \infty$. \hfill \Box

Before we proceed, let us, as in Sections 2.4 and 2.5, consider the Poisson process and the Negative Binomial process.

Due to the lack of memory property it is clear that $R(t)$ is exponential with mean $\mu = \lambda^{-1}$ for all $t$. It is now easy to check that $\mu^{-1} \int_0^x (1 - F(s))ds = 1 - e^{-\lambda x}$ for $x > 0$ and that $(\sigma^2 + \mu^2)/2\mu = \lambda^{-1}$, that is, we have equality for all $t$ in (6.3) and (6.5) as expected.
For the Negative Binomial process $R(n) = 1$ a.s. for all $n$. Since $\mu = p$ and $\sigma^2 = pq$ we have $\mu^{-1}P(X_1 \geq 1) = 1$ and $(\sigma^2 + \mu^2)/(2\mu) + \frac{1}{2} = 1$, that is, there is equality in (6.7) and (6.4) for all $n$.

In Theorem 6.1 we have seen how the expected value of the residual lifetime behaves asymptotically. The following result extends Theorem 6.1 to arbitrary moments; however, we confine ourselves to the nonarithmetic case. The proof is, essentially, due to Lai (1976), p. 65.

**Theorem 6.3.** Suppose that $EX_1^r < \infty$ for some $r > 1$. If the renewal process is nonarithmetic, then

$$E(R(t))^{r-1} \to \frac{1}{r\mu}EX_1^r \quad \text{as} \quad t \to \infty.$$  \hfill (6.8)

**Proof.** We have

$$R(t) = \sum_{n=1}^{\infty} I\{S_{n-1} \leq t\} \cdot (S_{n-1} + X_n - t)^+ \quad (t > 0),$$  \hfill (6.9)

where all terms but one equal 0. We can thus raise the sum to any power termwise. An elementary computation then shows that

$$E(R(t))^{r-1} = E((X_1 - t)^{+})^{r-1} + \int_0^t G(t-s)dU(s),$$  \hfill (6.10)

where

$$G(y) = \int_y^{\infty} (u-y)^{r-1}dF(u)$$  \hfill (6.11)

and $U$ is the renewal function. Since

$$\int_0^{\infty} G(y)dy = \frac{1}{r}EX_1^r < \infty,$$  \hfill (6.12)

an application of the key renewal theorem (Theorem 4.3(i)) yields

$$E(R(t))^{r-1} \to \frac{1}{\mu} \int_0^{\infty} G(y)dy \quad \text{as} \quad t \to \infty,$$  \hfill (6.13)

which, in view of 6.12, proves the theorem. \hfill \square

**Remark 6.1.** Note that, for $r = 2$, we rediscover (6.3).

Another quantity of interest is the age of the object that is alive at time $t$, $A(t) = t - S_{N(t)}$. However, since this object will not be considered in the sequel (it does not carry over in a reasonable sense to random walks), we only mention here that it can be shown that, in the nonarithmetic case, the limit distribution of the age is the same as that of the residual lifetime given in Theorem 6.2 (a minor modification is necessary in the arithmetic case).
We also note that $R(t)$ is, mathematically, a more pleasant object, since it is expressed in terms of a random quantity indexed by a stopping time, whereas $A(t)$ is not.

We finally mention that it is also possible to obtain the asymptotic distribution of the lifetime, $X_{\nu(t)} = A(t) + R(t)$, itself. One can, in fact, show that

$$\lim_{t \to \infty} P(X_{\nu(t)} \leq x) = \frac{1}{\mu} \int_0^x s dF(s).$$

(6.14)

2.7 Further Results

An exhaustive exposition of renewal theory would require a separate book. As mentioned in the introduction of this chapter our aim is to present a review of the main results, with emphasis on those which are most relevant with respect to the contents of this book. In this section we shall, however, briefly mention some further results and references.

2.7.1

Just as for the classical limit theorems one can ask for limit theorems for the case when the variance is infinite or even when the mean is infinite. However, one must then make more detailed assumptions about the tail of the distribution function $F$.

In Feller (1971), pp. 373–74 it is shown that a limit distribution for $N(t)$ exists if and only if $F$ belongs to some domain of attraction—the limit laws are the stable distributions.

Concerning renewal theorems and expansions of $U(t) (= EN(t))$ and Var $N(t)$, suppose first that $\text{Var } X_1 = +\infty$. Then Teugels (1968) shows, essentially, that if $1 - F(x) = x^{-\alpha} L(x)$, where $1 < \alpha < 2$ and $L$ is slowly varying, then $U(t) - t/\mu = EN(t) - t/\mu$ varies regularly with exponent $2 - \alpha$ and $\text{Var } (N(t))$ varies regularly with exponent $3 - \alpha$ (see his Section 3). Mohan (1976) improves these results. He also considers the case $\alpha = 2$.

For the case $EX_1 = +\infty$ Teugels (1968) obtains asymptotic expansions for the renewal function under the assumption that the tail $1 - F$ satisfies $1 - F(x) = x^{-\alpha} \cdot L(x)$ as $x \to \infty$, where $0 \leq \alpha \leq 1$ and $L$ is slowly varying; the result, essentially, being that $U$ varies regularly with exponent $\alpha$ (see his Theorem 1). For $L(x) = \text{const and } 0 < \alpha < 1$ this was obtained by Feller (1949) in the arithmetic case. Erickson (1970) generalizes the elementary renewal theorem, Blackwell’s renewal theorem and the key renewal theorem (Theorems 4.1–4.3 above) to this situation. For a further contribution, see Anderson and Athreya (1987).

Garsia and Lamperti (1962/63) and Williamson (1968) study the arithmetic case, the latter also in higher dimensions.
Finally, if the mean is infinite and $F$ belongs to the domain of attraction of a (positive) stable law with index $\alpha$, $0 < \alpha < 1$, then the limit distribution for $R(t)/t$ and $A(t)/t$ (the normalized residual lifetime and age, respectively) is given by a so-called generalized arc sine distribution, see Feller (1971), Section XIV.3; see also Dynkin (1955) and Lamperti (1958, 1961). For the case $\alpha = 1$, see Erickson (1970).

2.7.2

There are also other kinds of limit theorems which could be of interest for renewal processes, such as the Marcinkiewicz-Zygmund strong law, the law of the iterated logarithm, convergence of higher moments in the central limit theorem (Theorem 5.2(i)), remainder term estimates in the central limit theorem etc.

It turns out that several such results have not been established separately for renewal processes; the historic development was such that renewal theory had been extended to renewal theory for random walks (on the whole real line) in such a way that proofs for the random walk case automatically also covered the corresponding theorems for renewal processes. In other words, the generalization to random walks came first.

We remark, however, that Feller (1949) presents a law of the iterated logarithm for renewal counting processes in the arithmetic case.

The following Berry–Esseen theorem for renewal counting processes, that is, a remainder term estimate in the central limit theorem, Theorem 5.2(i), is due to Englund (1980).

**Theorem 7.1.** Suppose that $\mu = EX_1, \sigma^2 = \text{Var } X_1$ and $\gamma^3 = E|X_1 - \mu|^3$ are all finite. Then

$$\sup_n \left| P(N(t) < n) - \Phi \left( \frac{(n\mu - t)^{\sqrt{n}\mu}}{\sigma\sqrt{t}} \right) \right| \leq 4 \left( \frac{\gamma}{\sigma} \right)^3 \sqrt{\frac{\mu}{t}}.$$  \hfill (7.1)

This result is mentioned mainly because it has not yet been extended to the random walk case.

Some large deviation results, that is, limit theorems for the ratio of the tail of the normalized distribution function of $N(t)$ and the tail of the standard normal distribution, are obtained in Serfozo (1974).

2.7.3

In this subsection we briefly mention two generalizations.

Consider Example 2.1. It is completely reasonable to assume that the initial component is not new, but has been used before. This amounts to the assumption that $X_1$ has a distribution different from $F$. Such a process is called a *delayed renewal process*. The renewal processes discussed above are then called *pure renewal processes*. 

Another generalization is to allow defective distributions, that is, distributions such that \( F(\infty) < 1 \). The defect, \( 1 - F(\infty) \), corresponds to the probability of termination. Such processes are called terminating, or transient renewal processes. There are important applications of such processes, for example in insurance risk theory, see e.g. Asmussen (2000, 2003).

### 2.7.4

It is possible to develop a renewal theory for random walks (on the whole real line). We shall, in fact, do so in Chapter 3 (for the case \( EX_1 > 0 \)).

### 2.7.5

Some attention has also been devoted to renewal theory for Markov chains, or Markov renewal theory; see Smith (1955), Çinlar (1975), Chapter 10 and Asmussen (2003). Some further references in this connection are Kemperman (1961), Spitzer (1965), Kesten (1974), Lalley (1984b, 1986) and papers by Alsmeyer and coauthors listed in the bibliography. In some of these references more general state spaces are considered. For a few lines on this topic, see Section 6.13 below.

### 2.7.6


### 2.8 Random Walks; Introduction and Classifications

Let \( \{X_k, k \geq 1\} \) be a sequence of i.i.d. random variables and set \( S_n = \sum_{k=1}^{n} X_k, n \geq 0 \), (where \( S_0 = 0 \)). The sequence \( \{S_n, n \geq 0\} \) is called a random walk. Throughout we ignore the trivial case \( X_k = 0 \) a.s., \( k \geq 1 \).

One of the basic problems concerning random walks is to investigate the asymptotics as \( n \to \infty \), that is, to investigate “where” the random walk is after a “long time.” All the classical limit theorems provide some answer to this problem. Another way of studying random walks is to investigate “how often” a given point or interval is visited, in particular, if there are finitely many visits or infinitely many visits and if the answer differs for different points or intervals.

**Example 8.1.** The simple random walk. Here \( P(X_k = +1) = p \) and \( P(X_k = -1) = q = 1 - p \) (\( 0 \leq p \leq 1 \)).
Set \( u_n = P(S_n = 0) \). It is well known (and/or easy to see) that
\[
\begin{align*}
    u_{2n} &= \binom{2n}{n} p^n q^n \quad \text{and} \quad u_{2n-1} = 0 \quad (n \geq 1). \\
    (8.1)
\end{align*}
\]

Thus, if \( p \neq q \), then \( \sum_{n=1}^{\infty} u_n < \infty \) and it follows from the Borel–Cantelli lemma that
\[
P(S_n = 0 \text{ i.o.}) = 0 \quad \text{for} \quad p \neq q. \quad (8.2)
\]

If \( p = q = \frac{1}{2} \), then \( \sum_{n=1}^{\infty} u_n = +\infty \) and it follows (but not from the Borel–Cantelli lemma) that
\[
P(S_n = 0 \text{ i.o.}) = 1 \quad \text{for} \quad p = q = \frac{1}{2}. \quad (8.3)
\]

A similar computation would show that the same dichotomy holds for returns to any integer point on the real line.

The different behaviors for \( p \neq q \) and \( p = q \) divide the simple random walks into two separate kinds. An analogous characterization can be made for all random walks. To this end we generalize the renewal function introduced in Section 2.3 as follows. We define the renewal measure
\[
U\{I\} = \sum_{n=0}^{\infty} P(S_n \in I), \quad (8.4)
\]
where \( I \subset (-\infty, \infty) \) typically is an interval; here it is more convenient to let the summation start with \( n = 0 \) (recall Remarks 3.2 and 3.3).

For renewal processes we thus have, in particular, that \( U\{[0,t]\} = 1 + U(t) < \infty \) for all \( t \), that is \( U\{I\} < \infty \) for all finite \( I \). For random walks, which are not concentrated on one of the half axes, the series may, however, diverge even when \( I \) is a finite interval. This is far from obvious in general (see however Example 8.1 with \( p = q = \frac{1}{2} \) and \( I = \{0\} \)) and gives, in fact, rise to the characterization to follow.

First, however, we note the following result.

**Theorem 8.1.**

(i) If the random walk is nonarithmetic, then either \( U\{I\} < \infty \) for every finite interval \( I \) or else \( U\{I\} = +\infty \) for all intervals \( I \).

(ii) If the random walk is arithmetic with span \( d \), then either \( U\{I\} < \infty \) for every finite interval \( I \) or else \( U\{I\} = +\infty \) for all intervals \( I \) containing a point in the set \( \{n d: n = 0, \pm 1, \pm 2, \ldots\} \).

This naturally leads to the following definition.

**Definition 8.1.** A random walk is called transient if \( U\{I\} < \infty \) for all finite intervals \( I \) and recurrent otherwise.
Remark 8.1. Define the indicator variables \( \{I_n, n \geq 0\} \) such that \( I_n = 1 \) on \( \{S_n \in I\} \) and \( I_n = 0 \) otherwise and set \( A\{I\} = \sum_{n=0}^{\infty} I_n \). Then \( A\{I\} \) equals the actual number of visit to \( I \) made by the random walk (including \( S_0 \)) and \( U\{I\} = EA\{I\} \), that is, \( U\{I\} \) equals the expected number of visits to \( I \) (cf. Remark 3.5).

We now return to the simple random walk from Example 8.1 and note that 
\[
U\{0\} = \sum_{n=0}^{\infty} u_n. \tag{8.5}
\]
It thus follows from our computations there that \( U\{0\} < \infty \) (= \( \infty \)) when \( p \neq q \) (\( p = q \)). In view of Theorem 8.1 and Definition 8.1 it thus follows that the simple random walk is transient when \( p \neq q \) and recurrent when \( p = q = \frac{1}{2} \).

Moreover, it follows from the strong law of large numbers that \( S_n \xrightarrow{a.s.} +\infty \) as \( n \to \infty \) when \( p > q \) and that \( S_n \xrightarrow{a.s.} -\infty \) as \( n \to \infty \) when \( p < q \). In these cases the random walk drifts to \(+\infty\) and \(-\infty\), respectively. If \( p = q = \frac{1}{2} \) it follows from the law of the iterated logarithm that \( \limsup_{n \to \infty} S_n = +\infty \) a.s. and that \( \liminf_{n \to \infty} S_n = -\infty \) a.s. In this case the random walk oscillates (between \(+\infty\) and \(-\infty\)).

It turns out that these characterizations are not typical for simple random walks only; in fact, most of the above facts remain true for arbitrary random walks and all of them remain valid if, in addition, \( E X_1 \) is assumed to exist (that is, if \( E|X_1| < \infty \) or \( EX_1^- < \infty \) and \( EX_1^+ = +\infty \) or \( EX_1^- = \infty \) and \( EX_1^+ < \infty \)). We collect these facts as follows.

**Theorem 8.2.** Let \( \{S_n, n \geq 0\} \) be a random walk. Then exactly one of the following cases holds:

(i) The random walk drifts to \(+\infty\); \( S_n \xrightarrow{a.s.} +\infty \) as \( n \to \infty \). The random walk is transient;

(ii) The random walk drifts to \(-\infty\); \( S_n \xrightarrow{a.s.} -\infty \) as \( n \to \infty \). The random walk is transient;

(iii) The random walk oscillates between \(-\infty\) and \(+\infty\); \( -\infty = \liminf_{n \to \infty} S_n < \limsup_{n \to \infty} S_n = +\infty \) a.s. In this case the random walk may be either transient or recurrent.

**Theorem 8.3.** Suppose, in addition, that \( \mu = EX_1 \) exists.

(i) If \( 0 < \mu \leq +\infty \) the random walk drifts to \(+\infty\);

(ii) If \( -\infty \leq \mu < 0 \) the random walk drifts to \(-\infty\);

(iii) If \( \mu = 0 \) the random walk oscillates. Moreover, in this case it is recurrent.

**Remark 8.2.** Theorem 8.3 (i) and (ii) follow immediately from the strong law of large numbers. The case \( EX_1 = 0 \) is harder.
The development so far is based on whether or not the measure $U\{I\}$ is finite, that is whether or not the expected number of visits to a given interval is finite or not (recall Remark 8.1). However, it was shown in Example 8.1 that, for the simple random walk, the actual number of visits to 0 is a.s. finite when $p \neq q$ and a.s. infinite when $p = q$. Now, if, for a general random walk, $U\{I\} = EA\{I\} < \infty$, where $A\{I\}$ is as defined in Remark 8.1, then, obviously, we have $A\{I\} < \infty$ a.s.

However, it is, in fact, possible to show that the converse also holds. Consequently,

\[ U\{I\} < \infty \iff A\{I\} < \infty \text{ a.s. for all finite } I. \quad (8.6) \]

Theorem 8.1 thus remains true with $U\{I\}$ replaced by $A\{I\}$ and transience and recurrence can, equivalently, be defined in terms of $A\{I\}$. Moreover, since $A\{I\} < \infty$ for all finite $I$ iff $|S_n| \to +\infty$ as $n \to \infty$ the following result emerges.

**Theorem 8.4.** The random walk is transient iff $|S_n| \to \infty$ a.s. as $n \to \infty$.

It is also possible to characterize random walks according to the transience or recurrence of points (rather than intervals). We refer to Chung and Fuchs (1951) and Chung and Ornstein (1962). Just as for irreducible Markov chains one can show that all points are of the same kind (where “all” has the obvious interpretation in the arithmetic case). Furthermore, one can show that the interval characterization and the point characterization are equivalent.

**Remark 8.3.** Note that we, in fact, studied the transience/recurrence of the point 0 for the simple random walk. However, for arithmetic random walks any finite interval consists of finitely many points of the form $\{nd; d = 0, \pm 1, \ldots\}$ so the distinction between points and intervals only makes sense in the non-arithmetic case.


### 2.9 Ladder Variables

Let $\{S_n, n \geq 0\}$ be a random walk with i.i.d. increments $\{X_k, k \geq 1\}$. Set $T_0 = 0$ and define

\[
T_1 = \min\{n: S_n > 0\},
\]

\[
T_k = \min\{n > T_{k-1}: S_n > S_{T_{k-1}}\} \quad (k \geq 2). \quad (9.1)
\]

If no such $n$ exists we set $T_k = +\infty$. The random variables thus defined are called the (strong) (ascending) ladder epochs. The random variables
\( Y_k = S_{T_k}, \ k \geq 0, \) are the corresponding (strong) (ascending) ladder heights (with \( Y_0 = S_{T_0} = S_0 = 0 \)).

Further, define, for \( k \geq 1, \)
\[
N_k = T_k - T_{k-1} \quad \text{and} \quad Z_k = Y_k - Y_{k-1} = S_{T_k} - S_{T_{k-1}}, \tag{9.2}
\]
provided \( T_k < \infty. \)

It follows from the construction that \( \{(N_k, Z_k), k \geq 1\}, \{N_k, k \geq 1\} \) and \( \{Z_k, k \geq 1\} \) are sequences of i.i.d. random variables. Moreover, \( \{T_n, n \geq 0\} \) and \( \{Y_n, n \geq 0\} \) are (possibly terminating) renewal processes; the former, in fact, being arithmetic with span 1.

Similarly, set \( T_0 = 0 \) and define
\[
T_1 = \min\{n: S_n \leq 0\} \quad \text{and} \quad T_k = \min\{n > T_{k-1}: S_n \leq T_{k-1}\} \quad (k \geq 2). \tag{9.3}
\]
We call \( \{T_k, k \geq 0\} \) the (weak) (descending) ladder epochs. The sequences \( \{Y_k, k \geq 0\}, \{N_k, k \geq 1\} \) and \( \{Z_k, k \geq 1\} \) are defined in the obvious manner.

Recall that a random variable is proper if it is finite a.s. Otherwise it is defective.

**Theorem 9.1.**

(i) If the random walk drifts to \(+\infty\), then \( T_1 \) and \( Y_1 \) are proper and \( \overline{T}_1 \) and \( \overline{Y}_1 \) are defective. Moreover, \( E \overline{T}_1 < \infty; \)
(ii) If the random walk drifts to \(-\infty\), then \( T_1 \) and \( Y_1 \) are defective and \( \overline{T}_1 \) and \( \overline{Y}_1 \) are proper. Moreover, \( E \overline{T}_1 < \infty; \)
(iii) If the random walk oscillates, then \( T_1, Y_1, \overline{T}_1 \) and \( \overline{Y}_1 \) are proper. Moreover, \( E \overline{T}_1 = E \overline{T}_1 = +\infty. \)

**Theorem 9.2.** If, in addition, \( \mu = E X_1 \) exists, then (i), (ii) and (iii) correspond to the cases \( 0 < \mu \leq \infty, \ -\infty \leq \mu < 0 \) and \( \mu = 0 \), respectively. Moreover,
\[
E Y_1 < \infty \quad \text{and} \quad E Y_1 = \mu E T_1 \quad \text{when} \ 0 < \mu < \infty \tag{9.4}
\]
\[
E \overline{Y}_1 > -\infty \quad \text{and} \quad E \overline{Y}_1 = \mu E \overline{T}_1 \quad \text{when} \ -\infty < \mu < 0. \tag{9.5}
\]

**Remark 9.1.** The equations in (9.4) and (9.5) are, in fact, special cases of Theorem 1.5.3.

**Remark 9.2.** For the case \( EX_1 = 0 \) we recall Example 1.5.1—the simple symmetric random walk, for which \( Y_1 = 1 \) a.s. and \( ET_1 = +\infty. \)

**Remark 9.3.** If \( \mu = EX_1 = 0 \) and, moreover, \( \sigma^2 = \text{Var} \ X_1 < \infty, \) then \( EY_1 < \infty \) and \( E \overline{Y}_1 < \infty. \) Furthermore,
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\[ \sigma^2 = -2EY_1 \cdot E\overline{Y}_1 \]  \hspace{1cm} (9.6)

and

\[ EY_1 = \frac{\sigma c}{\sqrt{2}} \quad \text{and} \quad E\overline{Y}_1 = -\frac{\sigma}{c\sqrt{2}}, \]  \hspace{1cm} (9.7)

where \( 0 < c = \exp\{\sum_{n=1}^{\infty} \frac{1}{n} \left( \frac{1}{2} - P(S_n > 0) \right)\} < \infty. \)

These results are due to Spitzer (1960, 1976). The absolute convergence of the sum was proved by Rosén (1961), see also Gut (2001), page 414.

For further results on the moments of the ladder heights we refer to Lai (1976), Chow and Lai (1979) and Doney (1980, 1982).

The case \( EX_1 > 0 \) will be further investigated in Chapter 3.

Remark 9.4. Weak ascending and strong descending ladder variables can be defined in the obvious manner.

2.10 The Maximum and the Minimum of a Random Walk

For a random walk \( \{S_n, n \geq 0\} \) we define the partial maxima, \( \{M_n, n \geq 0\} \), by

\[ M_n = \max\{0, S_1, S_2, \ldots, S_n\} \]  \hspace{1cm} (10.1)

and the partial minima, \( \{m_n, n \geq 0\} \), by

\[ m_n = \min\{0, S_1, S_2, \ldots, S_n\}. \]  \hspace{1cm} (10.2)

In this section we show how these sequences can be used to characterize a random walk and in Section 2.12 we present some general limit theorems for \( M_n \).

If the random walk drifts to \( +\infty \), then, since \( M_n \geq S_n \), it follows from Theorem 8.2 that \( M_n \overset{a.s.}{\longrightarrow} +\infty \) as \( n \to \infty \). Furthermore, with probability 1, there is a last (random) epoch at which the random walk assumes a negative value. Thus

\[ m = \min_{n \geq 0} S_n > -\infty \text{ a.s.} \]  \hspace{1cm} (10.3)

Since \( \{m_n, n \geq 0\} \) is nonincreasing it follows that \( m_n \to m \) monotonically as \( n \to \infty \). These facts, together with a similar (symmetric) argument for the case when the random walk drifts to \( -\infty \), yield (i) and (ii) of the following theorem. The proof of (iii) is immediate.

\textbf{Theorem 10.1.}

(i) If the random walk drifts to \( +\infty \), then

\[ M_n \overset{a.s.}{\longrightarrow} +\infty \quad \text{and} \quad m_n \overset{a.s.}{\longrightarrow} m = \min_{n \geq 0} S_n > -\infty \text{ a.s. as } n \to \infty; \]
(ii) If the random walk drifts to $-\infty$, then
\[ M_n \xrightarrow{a.s.} M = \max_{n \geq 0} S_n < \infty \quad \text{a.s.} \quad \text{and} \quad m_n \xrightarrow{a.s.} -\infty \quad \text{as} \quad n \to \infty; \]

(iii) If the random walk is oscillating, then
\[ M_n \xrightarrow{a.s.} +\infty \quad \text{and} \quad m_n \xrightarrow{a.s.} -\infty \quad \text{as} \quad n \to \infty. \]

If, in addition, $\mu = E X_1$ exists, then (i), (ii) and (iii) correspond to the cases $0 < \mu \leq +\infty$, $-\infty \leq \mu < 0$ and $\mu = 0$, respectively.

### 2.11 Representation Formulas for the Maximum

The sequence of partial maxima $\{M_n, n \geq 0\}$, defined in the previous section, describes the successive record values of a random walk. However, so does the sequence of strong ascending ladder heights. At every strong ascending ladder epoch there is a new record value, that is, the sequence of partial maxima and the sequence of strong ascending ladder heights both jump to a new, common, record value. Thus, each $M_n$ equals some strong ascending ladder height.

To make this argument more stringent, let $\{N(n), n \geq 1\}$ be the counting process of the renewal process $\{T_n, n \geq 0\}$, generated by the strong ladder epochs. Thus,
\[ N(n) = \max\{k: T_k \leq n\} \quad (n \geq 1), \quad (11.1) \]
or, equivalently, $N(n)$ equals the number of strong ascending ladder epochs in $[0, n]$.

The following lemma, which is due to Prabhu (1980), formalizes the relation between the sequence of partial maxima and the sequence of ladder heights.

**Lemma 11.1.** We have
\[ M_n = Y_{N(n)} = \sum_{k=1}^{N(n)} Z_k = \sum_{k=1}^{N(n)} (S_{T_k} - S_{T_{k-1}}). \quad (11.2) \]

**Remark 11.1.** A completely analogous relation holds between the sequence of partial minima and the sequence of strong descending ladder heights.

The usefulness of this lemma lies in the fact that we have represented $M_n$ as a sum of a random number of i.i.d. positive random variables, which permits us to apply the results obtained in Chapter 1 for such sums in order to prove results for $M_n$. Note, however, that $N(n)$ is not a stopping time, since $\{N(n), n \geq 1\}$ is a renewal counting process.

There is, however, another and much simpler way to derive some of these limit theorems, namely those concerning convergence in distribution or those which only involve probabilities and here the following lemma is useful.
Lemma 11.2. We have
\[(M_n, M_n - S_n) \overset{d}{=} (S_n - m_n, -m_n),\] (11.3)
in particular,
\[M_n \overset{d}{=} S_n - m_n.\] (11.4)

Remark 11.2. This is Prabhu (1980), Lemma 1.4.1. The basis for the proof is the fact that the original random walk has the same distributional properties as the so-called dual random walk. In particular,
\[(S_0, S_1, S_2, \ldots, S_n) \overset{d}{=} (S_n - S_n, S_n - S_{n-1}, \ldots, S_n - S_1, S_n - S_0).\] (11.5)

Lemmas 11.1 and 11.2 are thus used in different ways. Whereas Lemma 11.1 gives an actual representation of \(M_n\), Lemma 11.2 (only) defines two quantities which are equidistributed. Thus, if we are interested in the “sample function behavior” of \(\{M_n, n \geq 0\}\) we must use Lemma 11.1, since two sequences of random variables with pairwise the same distribution need not have the same sample function behavior; for example, one may converge a.s. whereas the other does not. However, if we only need a “weak” result, then Lemma 11.2 is very convenient.

In the following section we shall use Lemmas 11.1 and 11.2 to prove (or indicate the proofs of) some general limit theorems for \(M_n\). In Section 4.4 we shall exploit the lemmas more fully for random walks with positive drift.

We conclude this section by showing that we can obtain a representation formula for \(M = \max_{n \geq 0} S_n\) for random walks drifting to \(-\infty\) by letting \(n \to \infty\) in (11.2).

Thus, suppose that the random walk drifts to \(-\infty\); this is, for example, the case when \(EX_1 < 0\). We then know from Theorem 10.1(ii) that \(M_n \overset{a.s.}{\to} M = \max_{n \geq 0} S_n\) as \(n \to \infty\), where \(M\) is a.s. finite. Furthermore, \(N(n) \overset{a.s.}{\to} N < \infty\) a.s. as \(n \to \infty\), where \(N\) equals the number of strong ascending ladder epochs (note that, in fact, \(N(n) = N\) for \(n\) sufficiently large). This, together with Theorem 1.2.4, establishes the first part of the following result, see Janson (1986), Lemma 1.

Lemma 11.3. If the random walk drifts to \(-\infty\), then
\[M = \max_{n \geq 0} S_n = Y_N = \sum_{k=1}^{N} Z_k = \sum_{k=1}^{N} (S_{T_k} - S_{T_{k-1}}),\] (11.6)
where \(N\) equals the number of strong ascending ladder epochs and
\[P(N = n) = p(1 - p)^n, \quad n \geq 0, \quad \text{and} \quad p = P(T_1 = +\infty) = P(M = 0) > 0.\]
Moreover, the conditional distribution of \(Z_k\) given that \(N \geq k\) is independent of \(k\) and \(Z_1, \ldots, Z_{k-1}\) and \(Z_k\) are independent given that \(N \geq k\).
**Proof.** Formula (11.6) was proved above. For the remaining part of the proof we observe that \( \{T_k, k \geq 1\} \) is a sequence of defective stopping times and that the random walk after \( T_k \) is independent of the random walk up to \( T_k \) on the set \( \{T_k < \infty\} \). Thus

\[
P(N \geq k + 1 | N \geq k) = P(T_{k+1} < \infty | T_k < \infty) = P(T_1 < \infty) = 1 - p. \tag{11.7}
\]

By rewriting this as

\[
P(N \geq k + 1) = P(T_1 < \infty) P(N \geq k), \tag{11.8}
\]

it follows that \( N \) has a geometric distribution as claimed. Also, since \( P(N < \infty) = 1 \), we must have \( p = P(T_1 = +\infty) > 0 \). The final claim about independence follows as above (cf. (11.7)). \( \square \)

**Remark 11.3.** A consequence of Lemma 11.3 is that, for a random walk drifting to \( -\infty \) we can represent the maximum, \( M \), as follows:

\[
M \overset{d}{=} \sum_{k=1}^{N} U_k, \tag{11.9}
\]

where \( \{U_k, k \geq 1\} \) is a sequence of i.i.d. random variables, which, moreover, is independent of \( N \). Furthermore, the distribution of \( U_1 \) equals the conditional distribution of \( Y_1 (= S_{T_1}) \) given that \( T_1 < \infty \) and the distribution of \( N \) is geometric as above.

**Remark 11.4.** Results corresponding to Lemmas 11.1 and 11.3 also hold for the weak ascending ladder epochs. Since \( P(S_{T_1} > 0) \geq P(X_1 > 0) > 0 \) it follows that the sums corresponding to (11.2) and (11.6) consist of a geometric number of zeroes followed by a positive term, followed by a geometric number of zeroes etc. Equivalently, the terms in (11.2) and (11.6) consist of the positive terms in the sums corresponding to the weak ascending ladder epochs.

**Remark 11.5.** A result analogous to Lemma 11.3 also holds for the minimum \( m = \min_{n \geq 0} S_n \) if the random walk drifts to \( +\infty \).

### 2.12 Limit Theorems for the Maximum

Having characterized random walks in various ways we shall now proceed to prove some general limit theorems for the partial maxima of a random walk. We assume throughout that the mean exists (in the sense that at least one of the tails has finite expectation). All results for partial maxima have obvious counterparts for the partial minima, which we, however, leave to the reader.
Theorem 12.1 (The Strong Law of Large Numbers). Suppose that $-\infty \leq \mu = EX_1 \leq \infty$. We have
\[
\frac{M_n}{n} \xrightarrow{a.s.} \mu^+ \quad \text{as} \quad n \to \infty. \tag{12.1}
\]

Proof. Suppose first that $0 \leq \mu \leq \infty$. Since $M_n \geq S_n$ it follows from the strong law of large numbers that
\[
\lim \inf_{n \to \infty} \frac{M_n}{n} \geq \mu \text{ a.s.} \tag{12.2}
\]
If $\mu = +\infty$ there is nothing more to prove, so suppose that $0 \leq \mu < \infty$. It remains to prove that
\[
\lim \sup_{n \to \infty} \frac{M_n}{n} \leq \mu \text{ a.s.} \tag{12.3}
\]

Now, let $\varepsilon > 0$ and choose $\omega \in \Omega$ such that
\[
\lim \sup_{n \to \infty} \frac{M_n(\omega)}{n} > \mu + \varepsilon. \tag{12.4}
\]
Then there exists a subsequence $\{n_k, k \geq 1\}$ tending to infinity such that
\[
\frac{M_{n_k}(\omega)}{n_k} > \mu + \varepsilon \quad (k \geq 1). \tag{12.5}
\]
Define $\tau_{n_k} = \min\{n: S_n = M_{n_k}\}$. Since $\tau_{n_k} \leq n_k$ it follows from (12.4) (suppressing $\omega$) that
\[
\frac{S_{\tau_{n_k}}}{\tau_{n_k}} = \frac{M_{n_k}}{\tau_{n_k}} \geq \frac{M_{n_k}}{n_k} > \mu + \varepsilon. \tag{12.6}
\]

However, in view of the strong law of large numbers the set of $\omega$ such that this is possible must have probability 0, that is, (12.4) is a.s. impossible and (12.3) follows. This completes the proof for the case $0 \leq \mu < \infty$.

Finally, suppose that $-\infty \leq \mu < 0$. We then know from Theorem 10.1 that $M_n$ converges a.s. to an a.s. finite random variable, $\overline{M}$. This immediately implies that
\[
\frac{M_n}{n} \xrightarrow{a.s.} 0 = \mu^+ \quad \text{as} \quad n \to \infty \tag{12.7}
\]
and we are done. \qed

Remark 12.1. We just wish to point out that if $0 < EX_1 < \infty$ we can use Lemma 11.1 to give an alternative proof of Theorem 12.1 by arguing as follows.

By the representation (11.2) we have
\[
\frac{M_n}{n} = \frac{Z_1 + \cdots + Z_{N(n)}}{n}, \tag{12.8}
\]
where, again, $N(n) = \max\{k: T_k \leq n\}$. 

Now, from Theorem 9.2 we know that $EZ_1 = EY_1 < \infty$. From renewal theory (Theorem 5.1(i)) we thus conclude that
\[
\frac{N(n)}{n} \xrightarrow{a.s.} \frac{1}{ET_1} \quad \text{as} \quad n \to \infty,
\]
which, together with Theorem 1.2.3(iii), yields
\[
\frac{Z_1 + \cdots + Z_{N(n)}}{n} \xrightarrow{a.s.} EZ_1 \cdot \frac{1}{ET_1} \quad \text{as} \quad n \to \infty.
\] (12.10)

The conclusion now follows from Theorem 1.5.3 (or directly from formula (9.4)).

**Remark 12.2.** The same proof also works when $EX_1 = 0$ provided we also assume that $\text{Var } X_1 < \infty$. This is necessary to ensure that $EY_1 = EZ_1 < \infty$.

Next we assume that, in addition, $\text{Var } X_1 < \infty$. The resulting limit laws are different for the cases $EX_1 = 0$ and $EX_1 > 0$, respectively, and we begin with the former case.

**Theorem 12.2.** Suppose that $EX_1 = 0$ and that $\sigma^2 = \text{Var } X_1 < \infty$. Then
\[
\frac{M_n}{\sqrt{n}} \xrightarrow{d} |N(0,1)| \quad \text{as} \quad n \to \infty.
\] (12.11)

**Sketch of Proof.** By Lemma 11.1 we have (cf. (12.8))
\[
\frac{M_n}{\sqrt{n}} = \frac{Z_1 + \cdots + Z_{N(n)}}{N(n)} \cdot \frac{N(n)}{\sqrt{n}}.
\] (12.12)

The idea now is that, since $EZ_1 < \infty$ (cf. Remark 9.3), it follows from Theorem 1.2.3 that the first factor in the RHS of (12.12) converges a.s. to $EZ_1$ as $n \to \infty$. Furthermore, one can show that
\[
\frac{N(n)}{c\sqrt{2n}} \xrightarrow{d} |N(0,1)| \quad \text{as} \quad n \to \infty.
\] (12.13)

where $c$ is the constant in Remark 9.3. The conclusion then follows from Cramér’s theorem and the fact that $EZ_1 = EY_1 = \sigma c/\sqrt{2}$ (recall (9.7)). □

We now turn to the case $EX_1 > 0$.

**Theorem 12.3 (The Central Limit Theorem).** Suppose that $0 < \mu = EX_1 < \infty$ and that $\sigma^2 = \text{Var } X_1 < \infty$. Then
\[
\frac{M_n - n\mu}{\sigma \sqrt{n}} \xrightarrow{d} N(0,1) \quad \text{as} \quad n \to \infty.
\] (12.14)
Proof. By Lemma 11.2 we have
\[
\frac{M_n - n\mu}{\sigma \sqrt{n}} = \frac{S_n - n\mu}{\sigma \sqrt{n}} - \frac{m_n}{\sigma \sqrt{n}}.
\] (12.15)

Since \( m_n \xrightarrow{a.s.} m > -\infty \) a.s. as \( n \to \infty \) (Theorem 10.1) it follows that
\[
\frac{m_n}{\sqrt{n}} \xrightarrow{a.s.} 0 \text{ as } n \to \infty.
\] (12.16)

This, together with the ordinary central limit theorem and Cramér’s theorem, shows that the RHS (and hence the LHS) of (12.15) converges in distribution to the standard normal distribution as \( n \to \infty \), which proves the theorem. \( \square \)

Theorem 12.1 is part of a more general theorem (see Theorem 4.4.1(i)) due to Heyde (1966). The present proof is due to Svante Janson. Theorems 12.2 and 12.3 are due to Erdős and Kac (1946) and Wald (1947), respectively. Chung (1948) proves both results with a different method (and under additional assumptions). The proofs presented here are due to Prabhu (1980), Section 1.5.

In Section 4.4 we present further limit theorems for the maximum of random walks with positive drift.
3

Renewal Theory for Random Walks with Positive Drift

3.1 Introduction

Throughout this chapter \((\Omega, \mathcal{F}, P)\) is a probability space on which everything is defined, \(\{S_n, n \geq 0\}\) is a random walk with positive drift, that is, \(S_0 = 0\), \(S_n = \sum_{k=1}^{n} X_k, \ n \geq 1\), where \(\{X_k, k \geq 1\}\) is a sequence of i.i.d. random variables, and \(S_n \xrightarrow{a.s.} +\infty\) as \(n \to \infty\). We assume throughout this chapter, unless stated otherwise, that \(0 < E X_1 = \mu < \infty\) (recall Theorems 2.8.2 and 2.8.3). In this section, however, no such assumption is necessary.

From Chapter 2 we recall that in renewal theory one is primarily concerned with

\[
N(t) = \max\{n: S_n \leq t\} \quad (t \geq 0),
\]

but that it sometimes is more convenient to study the first passage time beyond the level \(t\), that is

\[
\nu(t) = \min\{n: S_n > t\} \quad (t \geq 0).
\]

We also found that, for renewal processes,

\[
\nu(t) = N(t) + 1,
\]

so the asymptotic behavior of \(\nu(t)\) and \(N(t)\) as \(t \to \infty\) is the same. On the other hand, the first passage time is mathematically a more convenient object because it is a stopping time (relative to the sequence \(\{\mathcal{F}_n, n \geq 1\}\), where \(\mathcal{F}_n = \sigma\{X_1, \ldots, X_n\} = \sigma\{S_1, \ldots, S_n\}\), see Theorem 1.1(ii) below), whereas the number of renewals is not.

In the present context, when the summands also may assume negative values, relation (1.3) is no longer true, since the sequence of partial sums may very well drop below the level \(t\) after the first passage. Indeed, it turns out that in this situation \(N(t)\) may be “much” larger than \(\nu(t)\); a slightly more precise way to express this fact is that the requirements for existence of moments are higher for \(N(t)\) than for \(\nu(t)\) (see Section 3.3).

Note also that \( \nu(t) \) gives information about when the random walk “reaches” \( t \) and that \( N(t) \) tells us when the random walk “leaves” \( t \) on its way to \( +\infty \).

Another important difference between renewal processes and random walks on the whole real line is that whereas many original proofs of limit theorems for renewal counting processes are based on inversion, that is, the relation \( \{N(t) \geq n\} = \{S_n \leq t\} \) (recall formula (2.3.4) and e.g. Remark 2.5.2), this is not possible in the random walk context; just as (1.3) is no longer true. For random walks one can only conclude that

\[
\{S_n \leq t\} \subset \{N(t) \geq n\}. \tag{1.4}
\]

However, by considering the partial maxima introduced in Section 2.10, that is,

\[
M_n = \max\{0, S_1, S_2, \ldots, S_n\} \quad (n \geq 0) \tag{1.5}
\]

it is easily seen that one has an inverse relationship between first passage time processes and partial maxima, namely

\[
\{\nu(t) > n\} = \{M_n \leq t\}. \tag{1.6}
\]

With the aid of this observation and an appropriate limit theorem for \( M_n \) some limit theorems for \( \nu(t) \) were proved, thus paralleling the approach used for renewal processes. Unfortunately, though, the limit theorems for partial maxima were not easily obtained then . . . . This eventually lead to the approach of this book, namely, to use results for stopped random walks. Recall that we have already used this method in Section 2.5 to prove the strong law and the central limit theorem for renewal counting processes. Since we have argued in Chapter 2 that limit theorems for partial maxima can be easily obtained we stress here, to prevent accusations for contradicting statements, the fact that the methods used there were not available (known) at that time; Lemma 2.11.2 appears for the first time in this connection in Prabhu (1980) and the approach to use Lemma 2.11.1 involves in itself results for stopped random walks.

The earliest reference for this idea seems to be Rényi (1957), who used it in a related context. The first more systematic investigation of first passage times using this method was Gut (1974a), where also more general first passage times were studied (we return to these in Section 4.5).

Note also that by using a limit theorem for first passage times together with (1.6) one obtains a(nother) proof of a corresponding limit theorem for the partial maxima; recall, however, the sometimes more powerful methods to prove results about partial maxima presented in Section 2.12 (see also Section 4.4 below).

In this chapter we shall study the first passage times defined by (1.2). Whereas \( \nu(t) \) always has moments of all orders in the renewal theoretic case (Section 2.3) this is no longer true in the present context. We begin by establishing necessary and sufficient conditions for the existence of moments of \( \nu(t) \)
and $S_{\nu(t)}$ (Theorem 3.1). After that we derive all the classical limit theorems for $\nu(t)$, such as strong laws (Section 3.4), the central limit theorem (Theorem 5.1), convergence of moments (Section 3.8) and the law of the iterated logarithm (Theorem 11.1). We further devote Section 3.10 to the overshoot or the excess over the boundary, $S_{\nu(t)} - t$. Some of the results in this chapter thus generalize corresponding ones for renewal processes, obtained in Chapter 2 whereas others (such as the Marcinkiewicz-Zygmund law) have not been studied earlier for such processes.

In Chapter 4 we extend the results to some two-dimensional random walks and present several applications. We also study first passage times across more general boundaries. An extension to what is called perturbed random walks will be dealt with in Chapter 6.

For the proofs we shall, as mentioned above, exploit the theory of stopped random walks as developed in Chapter 1. More specifically, for several proofs concerning theorems about $\nu(t)$ we shall apply results from Chapter 1 to $S_{\nu(t)} - \nu(t)\mu = \sum_{k=1}^{\nu(t)}(X_k - \mu)$ and then prove that $S_{\nu(t)}$ is “sufficiently close” to $t$, from which the desired conclusion will follow.

There is also another important way to derive some of the claims, namely to combine the results from Chapter 1 with the fact that the statement in focus is already known to hold for renewal processes (see Chapter 2). The idea here is to use ladder variables in order to extend the validity to the general case. This method seems to have been introduced by Blackwell (1953) in order to extend his renewal theorem, Theorem 2.4.2(i), to Theorem 6.6(i) below. For a survey of how that method has been used and for some further examples we refer to Gut (1983a).

As a very first observation we have

**Theorem 1.1.**

(i) $P(\nu(t) < \infty) = 1$;

(ii) $\nu(t)$ is a stopping time relative to $\{\mathcal{F}_n, n \geq 1\}$, where

\[
\mathcal{F}_n = \sigma\{X_k, k \leq n\} = \sigma\{S_k, k \leq n\};
\]

(iii) $\nu(t) \to \infty$ as $t \to \infty$.

**Proof.** (i) follows from the fact that $S_n \xrightarrow{a.s.} \infty$ as $n \to \infty$.

(ii) holds because

\[
\{\nu(t) = n\} = \{S_1 \leq t, S_2 \leq t, \ldots, S_{n-1} \leq t, S_n > t\} \in \mathcal{F}_n.
\]

(iii) follows from (1.6). \qed

**Remark 1.1.** Note that $X_n$ is independent of $\mathcal{F}_{n-1}, n \geq 1$, where $\mathcal{F}_0 = \{\emptyset, \Omega\}$. This is essential for the application of some of the results in Chapter 1, see e.g. the introductions to Sections 1.5 and 1.6.
Before we present our results for \( \nu(t) \) and \( S_{\nu(t)} \) we describe the ladder variable method in the next section.

We also mention that for the proofs of the results concerning almost sure and distributional behavior of \( \nu(t) \) no use is made of the fact that \( \nu(t) \) is a stopping time and those statements also hold for \( N(t) \) (after minor modifications of the proofs of the result for \( \nu(t) \)). However, to prove the results concerning uniform integrability and moment convergence it is essential that \( \nu(t) \) is indeed a stopping time (recall Section 1.1).

### 3.2 Ladder Variables

Ladder variables of random walks were introduced in Section 2.9 and used there to obtain some classification and characterization theorems. For the sake of completeness we first recall the definitions and then proceed to make two observations which will be of great importance in the sequel.

For a random walk \( \{S_n, n \geq 0\} \) we define the (strong) (ascending) ladder epochs \( \{T_k, k \geq 0\} \) as follows: Set \( T_0 = 0 \) and let

\[
T_k = \min\{n > T_{k-1}: S_n > S_{T_{k-1}}\} \quad (k \geq 1).
\]

(2.1)

In particular, \( T_1 = \min\{n: S_n > 0\} \). The random variables \( Y_k = S_{T_k}, k \geq 0 \), are the corresponding (strong) (ascending) ladder heights (\( Y_0 = 0 \)). Note in particular that \( T_1 = \nu(0) \) and that \( Y_1 = S_{T_1} = S_{\nu(0)} \).

Finally, let, for \( k \geq 1 \),

\[
N_k = T_k - T_{k-1} \quad \text{and} \quad Z_k = Y_k - Y_{k-1} = S_{T_k} - S_{T_{k-1}}.
\]

(2.2)

It follows from the assumptions that \( \{N_k, k \geq 1\}, \{Z_k, k \geq 1\} \) and \( \{(N_k, Z_k), k \geq 1\} \) are sequences of i.i.d. random variables and that \( \{T_n, n \geq 0\} \) and \( \{Y_n, n \geq 0\} \) are renewal processes.

In Section 3.3 (cf. Theorem 2.9.2) we shall prove that \( ET_1 < \infty \) and \( EY_1 < \infty \), which, together with Theorem 1.5.3, yields

\[
0 < \mu_H = \mu_T \cdot \mu < \infty,
\]

(2.3)

where

\[
\mu_H = EY_1 = EZ_1 \quad \text{and} \quad \mu_T = ET_1 = EN_1.
\]

(2.4)

Next, we define

\[
\nu_H(t) = \min\{n: Y_n > t\} \quad (t \geq 0),
\]

(2.5)

that is, \( \nu_H(t) \) is the first passage time across the level \( t \) for the ladder height process, that is, for the renewal process \( \{Y_n, n \geq 0\} \).

Consequently, all results for renewal counting processes obtained in Chapter 2 are applicable to \( \{\nu_H(t), t \geq 0\} \). Note also that \( \nu_H(t) = \max\{n: Y_n \leq t\} + 1 \) (cf. formula (1.3) above). This is our first important observation.
The second point is that a first passage always must occur at a ladder epoch.

We therefore have

\[ S_{\nu(t)} = Y_{\nu(t)} = \sum_{k=1}^{\nu_H(t)} Z_k \quad (t \geq 0) \]  

(2.6)

and

\[ \nu(t) = T_{\nu_H(t)} = \sum_{k=1}^{\nu_H(t)} N_k \quad (t \geq 0), \]  

(2.7)

that is, \( \nu(t) \) can be expressed as a stopped random walk. Moreover, the stopping is caused by a stopping time (relative to \( \{ \sigma \{ Z_k, k \leq n \}, n \geq 1 \} \), which is such that \( Z_n \) is independent of \( \sigma \{ Z_k, k \leq n - 1 \} \), cf. Remark 1.1) and so the results from Chapter 1 apply.

Although the ladder variable method is very attractive there are limitations. In Janson (1983), Section 3, an example is given which shows that the method is not applicable in general if \( \{ X_k, k \geq 1 \} \) is \( m \)-dependent.

### 3.3 Finiteness of Moments

The first result one establishes in renewal theory (and in sequential analysis) is the finiteness of all moments of the counting variable (the first passage time). In the renewal theoretic context this is achieved by truncation and comparison with a Bernoulli random walk (see Theorem 2.3.1). Here we cannot use such arguments; truncating the negative tail decreases the first passage time—the situation is more complicated. In order to prove a corresponding result we shall use results from Section 1.5.

The following theorem is due to Gut (1974a), see Theorem 2.1 there. (For integral \( r \) and \( t = 0 \) (i) was proved earlier in Heyde (1964).)

Recall from Theorem 1.1 that \( \nu(t) \) is a proper random variable.

**Theorem 3.1.** Let \( r \geq 1 \). We have

(i) \( E(X_1^-)^r < \infty \iff E(\nu(t))^r < \infty; \)

(ii) \( E(X_1^+)^r < \infty \iff E(S_{\nu(t)})^r < \infty. \)

**Proof of Sufficiencies.** Let \( r = 1 \) and suppose that \( P(X_1 \leq M) = 1 \) for some \( M > 0 \). By definition

\[ S_{\nu(t)} > t \quad \text{and} \quad S_{\nu(t)-1} \leq t \]  

(3.1)
which, since \( S_{\nu(t)} = S_{\nu(t)-1} + X_{\nu(t)} \), implies that
\[
t < S_{\nu(t)} \leq t + X_{\nu(t)}. \tag{3.2}
\]

Next, define
\[
\nu_n(t) = \nu(t) \land n. \tag{3.3}
\]

If \( \omega \in \Omega \) is such that \( \nu(t) < n \) then \( S_{\nu_n(t)} = S_{\nu(t)} \leq t + X_{\nu(t)} \leq t + M \) a.s. and if \( \omega \) is such that \( \nu(t) \geq n \) it follows that \( S_{\nu_n(t)} \leq t \). Consequently, we always have
\[
S_{\nu_n(t)} \leq t + M \text{ a.s.} \tag{3.4}
\]

By taking expected values and applying Theorem 1.5.3 (or formula (1.5.15)), we obtain
\[
\mu \cdot E\nu_n(t) = E S_{\nu_n(t)} \leq t + M, \tag{3.5}
\]
which, by Fatou’s lemma (see e.g. Gut (2007), Theorem 2.5.2), yields
\[
E\nu(t) \leq \liminf_{n \to \infty} E\nu_n(t) \leq \mu^{-1}(t + M) < \infty. \tag{3.6}
\]

For the general case we define (cf. the proof of Theorem 2.4.1)
\[
X'_n = X_n I\{X_n \leq M\}, \quad S'_n = \sum_{k=1}^{n} X'_k \quad (n \geq 1) \tag{3.7}
\]
and set
\[
\nu'(t) = \min\{n: S'_n > t\} \quad (t \geq 0), \tag{3.8}
\]
where \( M > 0 \) is so large that \( \mu' = E X'_1 > 0 \).

Clearly \( X'_n \leq X_n \) and \( S'_n \leq S_n \) for all \( n \). This means that the original sum always reaches the level \( t \) before the truncated sum, that is, we must have
\[
\nu(t) \leq \nu'(t), \tag{3.9}
\]
and, in particular, that \( E\nu(t) \leq E\nu'(t) \), which is finite by (3.6). We have thus proved the sufficiency in (i) for \( r = 1 \).

The following lemma will be useful in the sequel.

**Lemma 3.1.** Let \( r \geq 1 \). If \( E(X_1^+)^r < \infty \), then
\[
E X_{\nu(t)} \leq (E X_{\nu(t)}^r)^{1/r} \leq (E\nu(t) \cdot E(X_1^+)^r)^{1/r} < \infty. \tag{3.10}
\]

**Proof.** Immediate from Lemma 1.8.1 and Remark 1.8.2, since \( P(X_{\nu(t)} > 0) = 1 \) and \( E\nu(t) < \infty \). \( \square \)
The next step is to prove the sufficiency in (ii). From (3.2), Minkowski's inequality (see e.g. Gut (2007), Theorem 3.2.6) and Lemma 3.1 we have

$$\|S_\nu(t)\|_r \leq t + \|X_\nu(t)\|_r \leq t + (E \nu(t))^{1/r} \cdot \|X^+\|_r < \infty,$$

(3.11)

which proves the desired conclusion.

We now turn to the sufficiency in (i) for \(r > 1\) and here Theorem 1.5.5 will be useful.

We first assume, as above, that \(P(X_1 \leq M) = 1\) for some \(M > 0\). This implies, in particular, that \(E|X_1|^r < \infty\) and that, by (ii), \(E|S_\nu(t)|^r = E(S_\nu(t))^r < \infty\). An application of Theorem 1.5.5 now shows that \(E(\nu(t))^r < \infty\).

Thus, assume that \(E(X_1^-)^r < \infty\) and truncate as in (3.7). By (3.9) we then obtain

$$E(\nu(t))^r \leq E(\nu'(t))^r < \infty$$

(3.12)

and the sufficiencies are proved.

Proof of Necessities. (i) When \(r = 1\) there is nothing to prove, so suppose that \(E(\nu(t))^r < \infty\) for some \(r > 1\). By partial summation and the fact that

$$\{M_n \leq t\} = \{\nu(t) > n\},$$

(3.13)

(recall (1.6)) the assumption is the same as

$$\sum_{n=1}^{\infty} n^{r-1} P(M_n \leq t) < \infty.$$  

(3.14)

Next we observe that, for \(\delta > 0, t > 0, n \geq 1\), we have

$$\{M_n \leq t\} \supset \{X_1 < -n\delta, X_2 \leq t + n\delta, X_2 + X_3 \leq t + n\delta, \ldots, X_2 + \cdots + X_n \leq t + n\delta\},$$

(3.15)

that is,

$$\{M_n \leq t\} \supset \left\{ X_1 < -n\delta, \max_{2 \leq k \leq n} (S_k - X_1) \leq t + n\delta \right\}.$$  

(3.16)

By the i.i.d. assumption it therefore follows that

$$P(M_n \leq t) \geq P(X_1 < -n\delta) \cdot P(M_{n-1} \leq t + n\delta).$$

(3.17)

Since \(M_{n}/n \xrightarrow{p} \mu\) as \(n \to \infty\) (cf. Theorem 2.12.1) we can choose \(\delta\) above such that

$$P(M_n \leq n\delta) \geq \frac{1}{2}, \text{ say, for all } n \geq 1.$$  

(3.18)
By (3.14), (3.17) and (3.18) it now follows that
\[
\sum_{n=1}^{\infty} n^{r-1} P(X_1 < -n\delta) \cdot \frac{1}{2} = \frac{1}{2} \sum_{n=1}^{\infty} n^{r-1} P(-X_1 > n\delta),
\]
and since the finiteness of the last sum is equivalent to \( E(X_1^-)^r < \infty \) the proof is complete.

(ii) Since
\[
S_{\nu(t)} \geq X_1^+ \tag{3.20}
\]
we obtain
\[
\sum_{n=1}^{\infty} n^{r-1} P(-X_1 > n\delta) \leq \sum_{n=1}^{\infty} n^{r-1} P(M_n \leq t) < \infty \tag{3.21}
\]
and we are done. \( \square \)

**Remark 3.1.** As mentioned above, historically Theorem 3.1(i) was first proved for \( t = 0 \) and integral \( r \) (Heyde (1964)) by comparing with (3.14) (for \( t = 0 \)). Later it has been shown (see the proof of Heyde (1966), Theorem 3) that if (3.14) holds for \( t = 0 \) and integral \( r \), then it also holds for \( t > 0 \). Such conclusions are now easy, given the results from Chapter 1.5. Namely, suppose that Theorem 3.1(i) has been proved for \( t = 0 \) (that is, for the ladder epochs). Since \( E(\nu_H(t))^{r} < \infty \) for all \( r > 0 \) (recall Theorem 2.3.1) it follows from (2.7) and Theorem 1.5.2 that, for \( t > 0 \), we have
\[
E(\nu(t))^{r} = E \left( \sum_{k=1}^{\nu_H(t)} N_k \right)^r \leq B'_r E \nu(t)^r < \infty. \tag{3.22}
\]
We have thus proved that
\[
E(\nu(0))^{r} < \infty \implies E(\nu(t))^{r} < \infty \quad (t > 0). \tag{3.23}
\]
In view of (3.13) this is the same as
\[
\sum_{n=1}^{\infty} n^{r-1} P(M_n \leq 0) < \infty \implies \sum_{n=1}^{\infty} n^{r-1} P(M_n \leq t) < \infty \quad (t > 0),
\]
which establishes Theorem 3 of Heyde (1966) for all \( r \geq 1 \).

The converse implications are, of course, trivial.

**Remark 3.2.** If \( E(X_1^-)^r < \infty \) and \( \mu = +\infty \) the truncation procedure used in the proof of Theorem 2.4.1 (and Theorem 3.1 above) shows that \( E(\nu(t))^{r} < \infty \) also in this case.

**Remark 3.3.** Concerning the necessity in (i) for \( \mu = +\infty \), Smith (1967), pp. 304–305, gives an example where \( E(\nu(0))^{l-1} < \infty \) for a given \( l \) and \( E(X_1^-) = E(X_1^+) = +\infty \). This example can easily be modified so that, for any \( p < l - 1 \) we have \( E(X_1^-)^r < \infty \) for \( r < p \) and \( E(X_1^-)^r = \infty \) for \( r > p \).
In Theorem 3.1 the moments of $X_1^-$ determined the degree of integrability for $\nu(t)$, whereas the moments of $X_1^+$ were the relevant object when we dealt with the integrability of $S_{\nu(t)}$. Let us just remark that this is completely reasonable. Since $S_{\nu(t)}$ lies between $X_1^+$ and $t + X_{\nu(t)} = t + X_{\nu(t)}^+$, it is intuitively obvious that the integrability of $X_1^+$ determines that of $S_{\nu(t)}$ (provided $E\nu(t) < \infty$). As for $\nu(t)$, it is clear that if $X_1^+$ has a low degree of integrability this does not “hurt” $\nu(t)$, since, on the contrary, very large positive $X$-values help to reach the level $t$ more quickly (which is precisely the effect of the truncation procedure (3.7) (see (3.9)).

It is also possible to obtain a result like Theorem 3.1 for the moment generating function of $\nu(t)$, see Heyde (1964), Theorem 1. For renewal counting processes, recall Theorem 2.3.1(iii).

**Theorem 3.2.** There exists $s_0 > 0$ such that $Ee^{s\nu(t)} < \infty$ for $|s| < s_0$ iff there exists $s_1 > 0$ such that $Ee^{sX_1^-} < \infty$ for $|s| < s_1$.

We conclude this section with a few words about the process $\{N(t), t \geq 0\}$. Recall from above that for renewal processes $N(t) + 1 = \nu(t)$ and so knowledge about the behavior of one of the processes gives complete information about the other. Also, in the introduction of this chapter we mentioned that, in the present context, $N(t)$ may be much larger than $\nu(t)$. To make this a little more precise, suppose that $E(N(t))^r < \infty$ for some $r \geq 1$. Then, since

$$
\{N(t) \geq n\} \supset \{S_n \leq t\}
$$

(recall (1.4)), it follows from the assumption that

$$
\infty > \sum_{n=1}^{\infty} n^{r-1} P(N(t) \geq n) \geq \sum_{n=1}^{\infty} n^{r-1} P(S_n \leq t).
$$

Now, by Smith (1967), Theorem 7 (see also Janson (1986), Theorem 1), the finiteness of the last sum for $t = 0$ implies that $E(X_1^-)^{r+1} < \infty$ (provided $E|X_1| < \infty$). Thus, since $P(S_n \leq 0) \leq P(S_n \leq t)$, it follows that

$$
E(N(t))^r < \infty \quad \Rightarrow \quad E(X_1^-)^{r+1} < \infty,
$$

which implies that one extra moment of $X_1^-$ is necessary for the integrability of $N(t)$ as compared to $\nu(t)$.

It turns out that the arrow actually goes both ways in (3.26), see e.g. Janson (1986), Theorem 1. The following result is a part of that theorem, which also treats several other related quantities.

**Theorem 3.3.** Let $r > 0$. The following are equivalent:

(i) $E(X_1^-)^{r+1} < \infty$;
(ii) $E(N(t))^r < \infty$;
(iii) $E(A(t))^r < \infty$,
where
\[ A(t) = \sum_{n=1}^{\infty} I\{S_n \leq t\} = \text{Card}\{n \geq 1: S_n \leq t\}. \quad (3.27) \]

Remark 3.4. For renewal processes, we have \( N(t) = A(t) \), that is, (ii) and (iii) are, in fact, identical statements (and not only equivalent). For random walks, however, we can only conclude that \( A(t) \leq N(t) \). Note that we also have \( A(t) \geq \nu(t) - 1 \).

Remark 3.5. After the definition in formula (2.3.2) of \( \{N(t), t \geq 0\} \), the renewal counting process, we mentioned the alternative interpretation \( \text{Card}\{n \geq 1: S_n \leq t\} \), which “justified” the word counting in the name of the process. For renewal processes the alternative interpretation thus is equivalent to the fact, mentioned in the previous remark, that \( N(t) = A(t) \) in that case.

However, for random walks the counting is performed by the family \( \{A(t), t \geq 0\} \). It thus seems more adequate to call this process the counting process in the present context.

Remark 3.6. A comparison with the counting measure \( A\{I\} \) introduced in Remark 2.8.1 shows that \( A\{(-\infty, t]\} = 1 + A(t) \) for \( t \geq 0 \). The extra one here is a consequence of the fact that \( I\{S_0 \in (-\infty, t]\} \) is counted in the sum there but not here, that is, \( A\{(-\infty, t]\} = \text{Card}\{n \geq 0: S_n \leq t\} \), whereas \( A(t) = \text{Card}\{n \geq 1: S_n \leq t\} \). The extra one would not have appeared if we had defined \( N(t) \) and \( U(t) \) in Section 2.3 as suggested in Remarks 2.3.2 and 2.3.3. However, in that case the extra one would have popped up somewhere else.

### 3.4 The Strong Law of Large Numbers

Several additive processes obey a strong law of large numbers. Such laws have been extended to many subadditive processes, starting with Kingman (1968). Since \( \{\nu(t), t \geq 0\} \) is subadditive (cf. formula (2.5.7)) it is reasonable to expect that a strong law holds and, indeed, this is the case. The following theorem is due to Heyde (1966).

**Theorem 4.1.**
\[ \frac{\nu(t)}{t} \xrightarrow{a.s.} \frac{1}{\mu} \text{ as } t \to \infty. \]

**Proof.** One way to prove this is to use Theorem 1.2.3 to conclude that
\[ \frac{S_{\nu(t)}}{\nu(t)} \xrightarrow{a.s.} \mu \text{ and } \frac{X_{\nu(t)}}{\nu(t)} \xrightarrow{a.s.} 0 \text{ as } t \to \infty \quad (4.1) \]
and to combine that with (3.2). Here we shall, instead, present a proof based on ladder variables.
Consider the ladder variables as defined in Section 3.2. By Theorem 3.1 we know that $\mu_T = ET < \infty$ and that $\mu_H = EY_1 = ES_T < \infty$.

Since the ladder height process, $\{Y_n, n \geq 0\}$, is a renewal process it follows from Theorem 2.5.1(i) and Remark 2.5.1 that

$$\frac{\nu_H(t)}{t} \xrightarrow{a.s.} \frac{1}{\mu_H} \quad \text{as} \quad t \to \infty, \quad (4.2)$$

which together with Theorem 1.2.3(iii) shows that

$$\frac{\nu(t)}{t} = \frac{T_{\nu_H(t)}}{t} \xrightarrow{a.s.} \frac{1}{\mu_T} \cdot \frac{1}{\mu} = 1 \quad \text{as} \quad t \to \infty. \quad \square$$

Remark 4.1. With the aid of the truncation used in the proof of Theorem 2.4.1 (cf. also (3.7)) it is easy to see that the theorem remains true when $\mu = +\infty$ in the sense that the limit equals 0.

As immediate corollaries we obtain the following strong laws for the stopped sum and the stopping summand.

**Theorem 4.2.**

$$\frac{S_{\nu(t)}}{t} \xrightarrow{a.s.} 1 \quad \text{as} \quad t \to \infty.$$  

**Theorem 4.3.** If $E(X_1^+)^r < \infty$ for some $r \geq 1$, then

$$\frac{X_{\nu(t)}}{t^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty. \quad (4.3)$$

**Proofs.** Theorem 4.2 follows from Theorems 4.1 and 1.2.3(iii) and Theorem 4.3 follows from Theorems 4.1 and 1.2.3(i), since $X_{\nu(t)} = X_{\nu(t)}^+$ (recall Remark 1.8.2). \quad \square

Remark 4.2. Theorem 4.3 holds, in fact, also for $0 < r < 1$ (that is, if $EX_1^- < \infty$ and $E(X_1^+)^r < \infty$ for some $r$, $0 < r < 1$).

Just as there is the generalization due to Marcinkiewicz and Zygmund of the Kolmogorov strong law, there is a Marcinkiewicz-Zygmund law for first passage times too, see Gut (1974a), Theorem 2.8.a (but only for $1 \leq r < 2$, since the summands are supposed to have finite mean).

**Theorem 4.4.** Let $1 \leq r < 2$ and suppose that $E|X_1|^r < \infty$. Then

$$\frac{\nu(t) - t}{t^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty. \quad (4.4)$$
Proof. For $r = 1$ the theorem reduces to Theorem 4.1, so there is nothing to prove. Suppose therefore that $r > 1$.

By Theorems 4.1 and 1.2.3(ii) we have

$$\frac{S_\nu(t) - \nu(t)\mu}{t^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty. \quad (4.5)$$

Furthermore, by (3.2),

$$\frac{t - \nu(t)\mu}{t^{1/r}} < \frac{S_\nu(t) - \nu(t)\mu}{t^{1/r}} \leq \frac{t - \nu(t)\mu}{t^{1/r}} + \frac{X_\nu(t)}{t^{1/r}}. \quad (4.6)$$

The conclusion now follows from (4.5), (4.6) and Theorem 4.3. \qed

**Remark 4.3.** If we only suppose that $E|X_1|^r < \infty$ for some $r < 1$, then the Marcinkiewicz-Zygmund law tells us that $S_n/n^{1/r} \xrightarrow{a.s.} 0$ as $n \to \infty$, and the above method yields $S_\nu(t)/(\nu(t))^{1/r} \xrightarrow{a.s.} 0$ and $X_\nu(t)/(\nu(t))^{1/r} \xrightarrow{a.s.} 0$ as $t \to \infty$, which together with (3.2) proves that $t/(\nu(t))^{1/r} \xrightarrow{a.s.} 0$ as $t \to \infty$ or, equivalently, that $t^r/\nu(t) \xrightarrow{a.s.} 0$ as $t \to \infty$. We therefore only obtain an estimate for how fast $\nu(t)$ tends to infinity. To obtain something better one has to make more detailed assumptions on the tails of the distribution of the summands (cf. Section 2.7.1).

**Remark 4.4.** Since the random indices in Theorem 1.2.3 do not have to be stopping times it follows, by modifying the proof of Theorem 4.1, that the strong law also holds for $N(t)$. We thus have

$$\frac{N(t)}{t} \xrightarrow{a.s.} \frac{1}{\mu} \quad \text{as} \quad t \to \infty. \quad (4.7)$$

For renewal processes this is Theorem 2.5.1(i).

**Remark 4.5.** Suppose that $E(X_1^-)^2 = +\infty$. It follows from Theorem 3.3 that $E\nu(t) = +\infty$. We are thus in the position that $\nu(t)$ and $N(t)$ both are approximately equal to $t/\mu$. Yet, $E\nu(t) < \infty$ but $EN(t) = +\infty$. This means that, although $\nu(t)$ and $N(t)$ are, in general, of the same order of magnitude, $N(t)$ is occasionally much larger than $\nu(t)$.

**Remark 4.6.** A strong law for $\Lambda(t)$ (defined in (3.27)) is due to Lai (1975), who shows that

$$\frac{\Lambda(t)}{t} \xrightarrow{a.s.} \frac{1}{\mu} \quad \text{as} \quad t \to \infty. \quad (4.8)$$

A remark, similar to Remark 4.5 also applies to $\Lambda(t)$.
3.5 The Central Limit Theorem

The proof of the asymptotic normality of \( \nu(t) \), suitably normalized, is due to Heyde (1967a), who used the inverse relationship (1.6) between the partial maxima and the first passage times, thus generalizing the corresponding proof for renewal counting processes (cf. Remark 2.5.2). Below we present the proof of Gut (1974a) (see Theorem 2.5 there), which is based on Anscombe’s theorem (Theorem 1.3.1).

**Theorem 5.1.** Suppose that \( \text{Var} \, X_1 = \sigma^2 < \infty \). Then

\[
\frac{\nu(t) - t/\mu}{\sqrt{\sigma^2 / \mu^3}} \overset{d}{\to} N(0,1) \quad \text{as} \quad t \to \infty.
\]  

**Proof.** By Theorem 1.3.1(ii) applied to the sequence \( \{X_k - \mu, k \geq 1\} \) and with \( \theta = (1/\mu) \) (recall Theorem 4.1) we have

\[
\frac{S_{\nu(t)} - \mu \nu(t)}{\sigma \sqrt{t/\mu}} \overset{d}{\to} |N(0,1)| \quad \text{as} \quad t \to \infty.
\]  

Moreover, by Theorem 4.3 we have

\[
\frac{X_{\nu(t)}}{\sqrt{t}} \overset{a.s.}{\to} 0 \quad \text{as} \quad t \to \infty
\]  

and since, by (3.2),

\[
\frac{t - \mu \cdot \nu(t)}{\sigma \sqrt{t/\mu}} < \frac{S_{\nu(t)} - \mu \cdot \nu(t)}{\sigma \sqrt{t/\mu}} \leq \frac{t - \mu \cdot \nu(t)}{\sigma \sqrt{t/\mu}} + \frac{X_{\nu(t)}}{\sigma \sqrt{t/\mu}}
\]  

it follows from (5.2), (5.3) and Cramér’s theorem that

\[
\frac{t - \mu \nu(t)}{\sigma \sqrt{t/\mu}} \overset{d}{\to} N(0,1) \quad \text{as} \quad t \to \infty,
\]  

which, by taking the symmetry of the normal distribution into account, proves the theorem. \( \square \)

**Remark 5.1.** This proof differs somewhat from the corresponding proof of the central limit theorem for renewal counting processes, Theorem 2.5.2(i). This is, essentially, due to the fact that the relation \( \nu(t) = N(t) + 1 \) is no longer valid now. Although we have \( S_{N(t)} \leq t < S_{\nu(t)} \) now we would have to prove that \( (\nu(t) - N(t))/\sqrt{t} \overset{P}{\to} 0 \) as \( t \to \infty \) (for renewal processes this is, of course, completely trivial).

**Remark 5.2.** Just as for the strong law (cf. Remark 4.4) it follows, after minor modifications of the proof of Theorem 5.1, that the central limit theorem also holds for \( N(t) \) (provided \( \text{Var} \, X_1 < \infty \)).
Theorem 5.1 can be generalized to the case when the distribution of the summands belongs to the domain of attraction of a stable law with index $\alpha$ ($1 < \alpha \leq 2$). The following result is due to Heyde (1967b). A proof using the above method, with Theorem 1.3.2 replacing Theorem 1.3.1, can be found in Gut (1974a); see Theorem 2.9 there.

**Theorem 5.2.** Suppose that $\{B_n, n \geq 1\}$ are positive normalizing coefficients such that

$$
\frac{S_n}{B_n} \xrightarrow{d} G_\alpha \quad \text{as} \quad n \to \infty,
$$

where $G_\alpha$ is (a random variable distributed according to) a stable law with index $\alpha$, $1 < \alpha \leq 2$. Then

$$
\frac{\nu(t) - t/\mu}{1/\mu B(t/\mu)} \xrightarrow{d} -G_\alpha \quad \text{as} \quad t \to \infty.
$$

Here $B(y) = B_{[y]}$ for $y > 0$.

To prove this one first uses Theorem 1.3.2 to obtain the counterpart of (5.2) and then proves (see Gut (1974a), Lemma 2.9) that

$$
\frac{B_{\nu(t)}}{B\left(\frac{t}{\mu}\right)} \xrightarrow{p} 1 \quad \text{as} \quad t \to \infty
$$

and

$$
\frac{X_{\nu(t)}}{B\left(\frac{t}{\mu}\right)} \xrightarrow{p} 0 \quad \text{as} \quad t \to \infty
$$

to obtain the counterpart of (5.3).

**Remark 5.3.** In view of the regular variation of the normalizing coefficients (see e.g. Feller (1971), Chapter IX.8 or Gut (2007), Section 9.3) the conclusion (5.7) is equivalent to

$$
\frac{\nu(t) - t/\mu}{\mu^{-\left(1+(1/\alpha)\right)}B(t)} \xrightarrow{d} -G_\alpha \quad \text{as} \quad t \to \infty.
$$

Another class of limit theorems are the so called *local* limit theorems (in contrast to, e.g. the central limit theorem, which is a *global* limit theorem). In the present context such a theorem amounts to finding an asymptotic expression for $P(\nu(t) = n)$ as $t$ (and $n$) tend to infinity. If one assumes that $\sigma^2 = \text{Var}X_1 < \infty$ and lets $t$ and $n$ tend to infinity in a suitable manner, then one can show that $P(\nu(t) = n)$ asymptotically behaves like the density of a normal distribution with mean $t/\mu$ and variance $\sigma^2 t/\mu^3$, see e.g. Aleškevičiene (1975) and Lalley (1984a).
3.6 Renewal Theorems

Among the early results in renewal theory are the elementary renewal theorem due to Doob (1948) (Theorem 2.4.1) and Blackwell’s (1948) renewal theorem (Theorem 2.4.2). In this section we present random walk analogs to those results and some other extensions.

**Theorem 6.1.**

\[ \frac{E\nu(t)}{t} \to \frac{1}{\mu} \quad \text{as} \quad t \to \infty. \]

**Proof.** Consider the ladder variables as defined in Section 3.2. By Theorem 3.1(i) we have

\[ \mu_T = ET_1 < \infty \quad \text{and} \quad \mu_H = ES_{T_1} = EY_1 < \infty. \quad (6.1) \]

It thus follows from Theorem 1.5.3 applied to (2.7), the elementary renewal theorem (Theorem 2.4.1) and (2.3) that

\[ \frac{E\nu(t)}{t} = \frac{E\nu_H(t)}{t} \cdot ET_1 = \frac{E\nu_H(t)}{t} \cdot \mu_T \to \frac{1}{\mu_H} = \frac{1}{\mu} \quad \text{as} \quad t \to \infty, \quad (6.2) \]

which proves the desired conclusion. \(\square\)

**Remark 6.1.** For \(\mu = +\infty\) the theorem remains valid in the sense that \(E\nu(t)/t \to 0\) in that case (cf. Remark 4.1). A similar remark applies to all theorems in this section.

In the following, we consider

\[ V(t) = \sum_{n=0}^{\infty} P(M_n \leq t). \quad (6.3) \]

By (3.13) we have

\[ V(t) = E\nu(t), \quad (6.4) \]

which is finite by Theorem 3.1. Theorem 6.1 is thus equivalent to the following result, which we may view as a random walk analog to the elementary renewal theorem.

**Theorem 6.2.**

\[ \frac{V(t)}{t} \to \frac{1}{\mu} \quad \text{as} \quad t \to \infty. \]

Our next theorem is a random walk analog to Blackwell’s renewal theorem (cf. Theorem 2.4.2). For the first part of the theorem we also refer to Spitzer (1960), formula (0.8).
Theorem 6.3.

(i) For nonarithmetic random walks we have

\[ V(t) - V(t - h) = \sum_{n=0}^{\infty} P(t - h < M_n \leq t) \sim \frac{h}{\mu} \quad \text{as} \quad t \to \infty. \quad (6.5) \]

(ii) For \( d \)-arithmetic random walks we have

\[ v_n = \sum_{k=0}^{\infty} P(M_k = nd) \sim \frac{d}{\mu} \quad \text{as} \quad n \to \infty. \quad (6.6) \]

Proof. We confine ourselves to proving (i), the proof of (ii) being similar, and we only consider the case \( 0 < \mu < \infty \). Just as in the proof of Theorem 6.1 we have, keeping (6.4) in mind, that

\[ V(t) = \mu_T \cdot E\nu_H(t). \quad (6.7) \]

Moreover, Blackwell’s renewal theorem applied to the renewal process \( \{Y_n, n \geq 0\} \) yields

\[ E\nu_H(t) - E\nu_H(t - h) \sim \frac{h}{\mu_H} \quad \text{as} \quad t \to \infty. \quad (6.8) \]

Thus,

\[ V(t) - V(t - h) \sim \mu_T \cdot \frac{h}{\mu_H} = \frac{h}{\mu} \quad \text{as} \quad t \to \infty. \quad (6.9) \]

In addition to these random walk analogs to Theorems 2.4.1 and 2.4.2 there exist extensions in which it is shown that these theorems, as stated for renewal processes, remain valid for random walks. These results are presented next.

In the first one we are concerned with the (extended) renewal function

\[ U(t) = U\{(\infty, t]\} = \sum_{n=0}^{\infty} P(S_n \leq t). \quad (6.10) \]

Note that summation begins with \( n = 0 \) here and with \( n = 1 \) for renewal processes.

We begin, however, by observing that we cannot apply our results from Section 2.8 to conclude that \( U(t) \) is finite, since \((\infty, t]\) is an infinite interval. It follows, in fact, by Theorem A of Heyde (1964) that

\[ U(t) < \infty \iff E(X_1) = \infty. \quad (6.11) \]

The following extension of Theorem 2.4.1 follows from Heyde (1966), Theorem 1.
Theorem 6.4. Suppose that $E(X^-_1)^2 < \infty$. Then

$$\frac{U(t)}{t} \to \frac{1}{\mu} \quad \text{as} \quad t \to \infty. \quad (6.12)$$

Remark 6.2. The theorem thus implies that $U(t) \approx t/\mu$ for large $t$. Much work has been devoted to what is called remainder term estimates in the renewal theorem, that is, to estimates on the difference $U(t) - t/\mu$. Some references are Stone (1965), Stone and Wainger (1967), Essén (1973), Daley (1980) and Carlsson (1983).

In view of (6.10) (and (3.27)) we have

$$U(t) = 1 + EA(t). \quad (6.13)$$

An equivalent formulation of Theorem 6.4 thus is

Theorem 6.5. Suppose that $E(X^-_1)^2 < \infty$. Then

$$\frac{EA(t)}{t} \to \frac{1}{\mu} \quad \text{as} \quad t \to \infty. \quad (6.14)$$

Note that this equivalence parallels that of Theorems 6.2 and 6.1.

The analogous extension of Theorem 2.4.2 is due to Chung and Pollard (1952) and Chung and Wolfowitz (1952) in the arithmetic case and to Blackwell (1953) in the nonarithmetic case; see also Prabhu (1965), Section 6.3.

Theorem 6.6.

(i) For nonarithmetic random walks we have

$$U\{(t-h, t]\} = \sum_{n=0}^{\infty} P(t-h < S_n \leq t) \to \begin{cases} \frac{h}{\mu}, & \text{as} \quad t \to +\infty, \\ 0, & \text{as} \quad t \to -\infty. \end{cases} \quad (6.15)$$

(ii) For $d$-arithmetic random walks we have

$$u_n = \sum_{k=0}^{\infty} P(S_k = nd) \to \begin{cases} \frac{d}{\mu}, & \text{as} \quad n \to +\infty, \\ 0, & \text{as} \quad n \to -\infty. \end{cases} \quad (6.16)$$

Remark 6.3. Observe that Theorem 6.6 is a statement concerning the renewal measure for finite intervals in contrast to Theorems 6.3 and 6.4 which are statements about renewal functions. Note also that $U\{(t-h, t]\} = E(\sum_{n=0}^{\infty} I\{t-h < S_n \leq t\})$ is the expected number of partial sums falling into the strip $(t-h, t]$, which has a finite width, $h$; recall that the additional (necessary) moment assumption in Theorem 6.4 was due to the fact that the interval $(-\infty,t]$ was infinite.
Remark 6.4. Theorem 6.6(i) has been generalized to arbitrary nonarithmetic random walks by Feller and Orey (1961), see also Spitzer (1976), pp. 288–289 and Feller (1971), Section XI.9.

We conclude this section by defining the harmonic renewal measure

$$U_h(I) = \sum_{n=1}^{\infty} \frac{1}{n} P(S_n \in I),$$

(6.17)

for $I \subset (-\infty, \infty)$. For some results parallel to the elementary renewal theorem and Blackwell’s renewal theorem we refer to Grubel (1986), and further references given there.

### 3.7 Uniform Integrability

In Section 3.3 we gave necessary and sufficient conditions for the finiteness of the moments of first passage times and stopped random walks and in Sections 3.4 and 3.5 we proved convergence results. Here we shall consider uniform integrability. The proofs will be based on our findings in Chapter 1 on uniform integrability for stopped random walks (recall Remark 1.1). In some instances we shall also use the ladder variable method discussed in Section 3.2.

The following theorem and its proof are due to Lai (1975).

**Theorem 7.1.** Let $r \geq 1$. If $E(X_1^-)^r < \infty$, then the family

$$\left\{ \left( \frac{\nu(t)}{t} \right)^r, t \geq 1 \right\} \text{ is uniformly integrable.}$$

(7.1)

**Proof.** From formula (2.5.6) we know that the theorem holds for renewal processes. Since the ladder height process is a renewal process it thus follows that

$$\left\{ \left( \frac{\nu_H(t)}{t} \right)^r, t \geq 1 \right\} \text{ is uniformly integrable.}$$

(7.2)

Furthermore, we know from Theorem 3.1(i) that

$$ET_1^r = E(\nu(0))^r < \infty.$$  

(7.3)

We can thus apply Theorem 1.6.1 (with $X_k \leftrightarrow N_k$ and $N(t) \leftrightarrow \nu_H(t)$) to conclude that

$$\left\{ \left( \frac{T_{\nu_H(t)}}{t} \right)^r, t \geq 1 \right\} \text{ is uniformly integrable.}$$

(7.4)

which (recall (2.7)) is the same as (7.1).
Remark 7.1. Theorem 7.1 also holds when \( \mu = +\infty \) (truncate).

Next we prove the corresponding result for the stopping summand and the stopped sum.

**Theorem 7.2.** Let \( r \geq 1 \). If \( E(X_1^+)^r < \infty \), then

(i) \[ \left\{ \left( \frac{X_\nu(t)}{t^{1/r}} \right)^r, t \geq 1 \right\} \text{ is uniformly integrable;} \]

(ii) \[ \left\{ \left( \frac{S_\nu(t)}{t} \right)^r, t \geq 1 \right\} \text{ is uniformly integrable.} \]

**Proof.** (i) follows immediately from Theorem 1.8.1 (apply Theorem 7.1 with \( r = 1 \) for (1.8.8)) and (ii) follows from (i) and the fact that
\[
1 < \frac{S_\nu(t)}{t} \leq 1 + \frac{X_\nu(t)}{t} \leq 1 + \frac{X_\nu(t)}{t^{1/r}}. \quad \square
\]

The results so far cover what we need later to prove moment convergence in the strong law. The following two theorems cover the Marcinkiewicz–Zygmund laws and the central limit theorem, respectively.

**Theorem 7.3.** Suppose that \( E|X_1|^r < \infty \) for some \( r \) (1 \leq r < 2). Then

(i) \[ \left\{ \left| \frac{S_\nu(t) - \mu_\nu(t)}{t^{1/r}} \right|^r, t \geq 1 \right\} \text{ is uniformly integrable;} \]

(ii) \[ \left\{ \left| \frac{\nu(t) - t/\mu}{t^{1/r}} \right|^r, t \geq 1 \right\} \text{ is uniformly integrable.} \]

**Theorem 7.4.** Suppose that \( E|X_1|^r < \infty \) for some \( r \geq 2 \). Then

(i) \[ \left\{ \left| \frac{S_\nu(t) - \mu_\nu(t)}{\sqrt{t}} \right|^r, t \geq 1 \right\} \text{ is uniformly integrable;} \]

(ii) \[ \left\{ \left| \frac{\nu(t) - t/\mu}{\sqrt{t}} \right|^r, t \geq 1 \right\} \text{ is uniformly integrable.} \]

**Proofs.** The statements (i) in both theorems follow, in view of Theorem 7.1, from Theorems 1.6.2 and 1.6.3, respectively.

To prove the conclusions (ii) we first observe that
\[
\mu |\nu(t) - t/\mu| \leq |S_\nu(t) - \mu_\nu(t)| + |S_\nu(t) - t| \leq |S_\nu(t) - \mu_\nu(t)| + X_\nu(t). \quad (7.5)
\]

Now,
\[
\left\{ \left| \frac{S_\nu(t) - \mu_\nu(t)}{t^{1/r}} \right|^r, t \geq 1 \right\} \quad \text{and} \quad \left\{ \left| \frac{S_\nu(t) - \mu_\nu(t)}{\sqrt{t}} \right|^r, t \geq 1 \right\}
\]
are uniformly integrable by (i) and \( \{(X_{\nu}(t)/t^{1/r})^r, t \geq 1\} \) is uniformly integrable by Theorem 7.2(i). An application of Lemma A.1.3 thus terminates the proof. For Theorem 7.4(ii) we also use the fact that
\[
\left( \frac{X_{\nu}(t)}{t^{1/r}} \right)^r = t^{1-r/2} \left( \frac{X_{\nu}(t)}{t^{1/r}} \right)^r \leq \left( \frac{X_{\nu}(t)}{t^{1/r}} \right)^r \quad \text{for } t \geq 1.
\]
\[\Box\]

**Remark 7.2.** Theorem 7.4(i), which we obtained from Theorem 1.6.3, is originally due to Chow, Hsiung and Lai (1979). Note that we, in view of Theorem 7.1, were able to apply their weaker version of Theorem 1.6.3 (cf. Remark 1.6.2).

### 3.8 Moment Convergence

In this section we use the results from earlier sections to prove moment convergence in the strong laws and the central limit theorem. Since everything we need has been prepared, the proofs are almost immediate (cf. Section 1.7).

**Theorem 8.1.** Let \( r \geq 1 \) and suppose that \( E(X_1^-)^r < \infty \). Then
\[
E \left( \frac{\nu(t)}{t} \right)^p \to \frac{1}{\mu^p} \quad \text{as } t \to \infty \quad \text{for all } p, 0 < p \leq r.
\] (8.1)

**Theorem 8.2.** Let \( r \geq 1 \) and suppose that \( E(X_1^+)^r < \infty \). Then

(i) \[
E \left( \frac{X_{\nu}(t)}{t} \right) \to 0 \quad \text{as } t \to \infty;
\]

(ii) \[
E \left( \frac{S_{\nu}(t)}{t} \right)^p \to 1 \quad \text{as } t \to \infty \quad \text{for all } p, 0 \leq p \leq r.
\]

**Theorem 8.3.** Let \( 1 \leq r < 2 \) and suppose that \( E|X_1|^r < \infty \). Then
\[
E \left| \frac{\nu(t) - t/\mu}{t^{1/r}} \right|^r \to 0 \quad \text{as } t \to \infty.
\] (8.2)

**Theorem 8.4.** Let \( r \geq 2 \) and suppose that \( E|X_1|^r < \infty \). Set \( \sigma^2 = \text{Var} X_1 \). Then

(i) \[
E \left| \frac{\nu(t) - t/\mu}{\sqrt{t}} \right|^p \to E|Z|^p \quad \text{as } t \to \infty \quad \text{for all } p, 0 < p \leq r,
\]
where \( Z \) is a normal random variable with mean 0 and variance \( \sigma^2/\mu^3 \);

(ii) \[
E \left( \frac{\nu(t) - t/\mu}{\sqrt{t}} \right)^k \to 0 \quad \text{as } t \to \infty \quad \text{for } k = \text{odd integer } \leq r.
\]
Proofs. Theorem 8.1 follows from Theorems 4.1, 7.1 and A.1.1. Alternatively, by (1.3), (2.7), Theorem 2.5.1, Remark 2.5.1, formula (2.5.6) and Theorem 1.7.1 if we wish to use the ladder variable method.

Theorem 8.2(i) follows from Theorems 4.3, 7.2(i) and A.1.1.

Theorem 8.2(ii) follows from Theorems 4.2, 7.2(ii) and A.1.1.

Theorems 8.3 and 8.4 follow similarly.

Theorem 8.1 is due to Gut (1974a), see Theorem 2.3.b there. For \( r = 1 \) and \( r = 2 \), however, the result was earlier proved in Chow and Robbins (1963) and Chow (1966), respectively. The proof in Gut (1974a) is based on a direct estimation of the moments (thus without using uniform integrability). We also mention that (8.1) also holds when \( \mu = +\infty \) (cf. Remark 4.1).

Theorem 8.2 is due to Gut (1974a), see Lemma 2.4 and Theorem 2.3.d there. Again, direct proofs were used. Since the direct proof of (ii) is so short we reproduce it here.

For \( r = 1 \) the result is a consequence of Theorems 6.1 and 1.5.3. For \( r > 1 \) we have, by Lemma 3.1 and Theorem 6.1,

\[
1 < \left\| \frac{S_{\nu(t)}}{t} \right\|_r \leq 1 + \left\| \frac{X_{\nu(t)}}{t} \right\|_r \\
\leq 1 + t^{-1+(1/r)} \left( E \left( \frac{\nu(t)}{t} \right) \right)^{1/r} \left\| X_1^+ \right\|_r \to 1 \quad \text{as} \quad t \to \infty. \tag{8.3}
\]

This is, of course, a much more elementary proof.

Theorem 8.3 is due to Gut (1974c), where direct computations of the moments were used (cf. the proof of Theorem 1.7.4).

Theorem 8.4 is due to Chow, Hsiung and Lai (1979) for \( r > 2 \). For \( r = 2 \) the statement (i) amounts to the convergence of \( \text{Var} \nu(t) \), which was proved earlier; see Theorem 9.1 below.

Remark 8.1. We know from Remark 5.2 that \( N(t) \) is asymptotically normal with mean \( t/\mu \) and variance \( \sigma^2 t/\mu^3 \) as \( t \to \infty \) provided \( \sigma^2 = \text{Var} X_1 < \infty \). However, if \( E(X_1^-)^3 = +\infty \) we know from Theorem 3.3 that \( E N(t) < \infty \), but \( E(N(t))^2 = +\infty \), so in this case \( \text{Var} N(t)/t \) does not converge when \( t \to \infty \) (recall also Remark 1.6.3). A similar observation was made in Remark 4.5 in connection with the strong law.

Remark 8.2. As for \( A(t) = \sum_{n=1}^{\infty} I\{S_n \leq t\} \), Lai (1975) proved that

\[
E \left( \frac{A(t)}{t} \right)^r \to \frac{1}{\mu^r} \quad \text{as} \quad t \to \infty \quad (r > 0), \tag{8.4}
\]

provided \( E(X_1^-)^{r+1} < \infty \). In view of Theorem 3.3 we find that the moment assumption cannot be weakened.
3.9 Further Results on $E\nu(t)$ and $\text{Var} \nu(t)$

The moments most frequently dealt with are the first and the second—the mean and the variance. Because of their special interest we begin by stating the following result, which is the same as Theorem 8.4 for the case $r = 2$. We then give a different proof for the convergence of $\text{Var} \nu(t)$, due to Gut (1983a), based on the ladder variable method, after which we discuss some refinements for the expected value, due to Gut (1974a), Section 2. For corresponding results for renewal processes we refer to Section 2.5.

**Theorem 9.1.** If $\text{Var} X_1 = \sigma^2 < \infty$, then

(i) $E\nu(t) = \frac{t}{\mu} + o(\sqrt{t}) \quad \text{as} \quad t \to \infty$;

(ii) $\text{Var} \nu(t) = \frac{\sigma^2 t}{\mu^3} + o(t) \quad \text{as} \quad t \to \infty$.

Another Proof of (ii). In view of Theorems 5.1 and A.1.1 and Remarks A.1.1 and A.1.2 it suffices to show that

\[
\left\{ \frac{\left( \nu(t) - \frac{t}{\mu} \right)}{\sqrt{t}}, t \geq 1 \right\} \quad \text{is uniformly integrable.} \tag{9.1}
\]

To this end we note that (use (2.3) and (2.7))

\[
\nu(t) - \frac{t}{\mu} = \nu(t) - \nu_H(t) \mu_T + \mu_T \left( \nu_H(t) - \frac{t}{\mu_H} \right)
= \sum_{k=1}^{\nu_H(t)} (N_k - EN_k) + \mu_T \left( \nu_H(t) - \frac{t}{\mu_H} \right). \tag{9.2}
\]

By Lemma A.1.3 it thus suffices to show that

\[
\left\{ \left( \frac{\nu_H(t)}{\sqrt{t}} \right)^2, t \geq 1 \right\} \quad \text{is uniformly integrable} \tag{9.3}
\]

and that

\[
\left\{ \left( \frac{\nu_H(t) - \frac{t}{\mu_H}}{\sqrt{t}} \right)^2, t \geq 1 \right\} \quad \text{is uniformly integrable.} \tag{9.4}
\]

Now, by arguing as in the proof of (7.2) it follows that $\{(\nu_H(t)/t), t \geq 1\}$ is uniformly integrable, so (9.3) follows from Theorem 1.6.3. Finally, (9.4) follows from the fact that (9.1) holds for renewal processes (formula (2.5.20)). \qed
3.9 Further Results on $E\nu(t)$ and $\text{Var} \nu(t)$

Convergence of the variance was first proved in Heyde (1967a) and later by Siegmund (1969), see also Chow, Robbins and Siegmund (1971), Theorem 2.5, in all cases by direct computations.

Convergence of $E\nu(t)$ holds, of course, also when the variance does not exist (see Theorem 6.1). However, since the variance exists here, the remainder is improved to $o(\sqrt{t})$.

For renewal processes, however, Theorem 9.1(i) has been obtained with a still better remainder term, see Theorem 2.5.2(ii). Below we shall use the ladder variable method to improve the remainder term similarly (cf. Gut (1974a), Section 2). Just as in Chapter 2 we have to treat the arithmetic and the nonarithmetic cases separately.

**Theorem 9.2.** Suppose that the random walk is nonarithmetic and that $E(X_1^+)^2 < \infty$. Then

$$E\nu(t) = \frac{t}{\mu} + \mu T \frac{EY_1^2}{2\mu_H^2} + o(1) \quad \text{as} \quad t \to \infty.$$  \hfill (9.5)

**Theorem 9.3.** Suppose that the random walk is $d$-arithmetic and that $E(X_1^+)^2 < \infty$. Then

$$E\nu(nd) = \frac{nd}{\mu} + \mu T \frac{EY_1^2}{2\mu_H^2} + \frac{d}{2\mu} + o(1) \quad \text{as} \quad n \to \infty.$$ \hfill (9.6)

**Proof of Theorem 9.2.** From Theorem 2.5.2(ii) (and formula (2.3.11)) we have

$$E\nu_H(t) = \frac{t}{\mu_H} + \frac{EY_1^2}{2\mu_H^2} + o(1) \quad \text{as} \quad t \to \infty,$$ \hfill (9.7)

(since the increments of the renewal process $\{Y_n, n \geq 0\}$ have finite mean and variance (see Theorem 3.1)). Since, by (2.7) and Theorem 1.5.3, we have

$$E\nu(t) = E\nu_H(t) \cdot \mu_T$$ \hfill (9.8)

the conclusion follows. \hfill \Box

**Proof of Theorem 9.3.** The proof is the same, except that (9.7) has to be replaced by

$$E\nu_H(nd) = \frac{nd}{\mu_H} + \frac{EY_1^2}{2\mu_H^2} + \frac{d}{2\mu_H} + o(1) \quad \text{as} \quad n \to \infty.$$ \hfill \Box

**Remark 9.1.** Observe that the refinements are obtained under the assumption that $E(X_1^+)^2 < \infty$. It is thus possible that $\text{Var} X_1 = +\infty$. The assumption $E(X_1^+)^2 < \infty$ was used only to conclude that the ladder heights have a finite second moment and, recall Theorem 3.1, $E(X_1^+)^2$ is the necessary and sufficient condition for this to be the case.
Since it may be difficult to actually compute the moments of the ladder heights we can use the fact that
\[ 0 < Y_1 \leq X_{N_1} = X_{\nu(0)}^+, \]  
and Lemma 3.1 to conclude that
\[ 0 \leq EY_1^2 \leq E(X_{N_1})^2 \leq E\nu(0) \cdot E(X_1^+)^2 = \mu_T E(X_1^+)^2, \]  
which, together with (2.3), implies that
\[ 0 \leq \mu_T \frac{EY_1^2}{2\mu_T^2} \leq \frac{E(X_1^+)^2}{2\mu^2}. \]  
Since, moreover,
\[ \mu \cdot E\nu(t) = ES_{\nu(t)} > t \]  
the following bounds on \( E\nu(t) \) are obtained (Gut (1974a), p. 288).

**Theorem 9.4.** Suppose that \( E(X_1^+)^2 < \infty \). Then

(i) \[ \frac{t}{\mu} < E\nu(t) \leq \frac{t}{\mu} + \frac{E(X_1^+)^2}{2\mu^2} + o(1) \quad \text{as} \quad t \to \infty \]  
in the nonarithmetic case;

(ii) \[ \frac{nd}{\mu} \leq E\nu(nd) \leq \frac{nd}{\mu} + \frac{E(X_1^+)^2}{2\mu^2} + \frac{d}{2\mu} + o(1) \quad \text{as} \quad n \to \infty \]  
in the \( d \)-arithmetic case.

It is also possible to improve the remainder \( o(t^{1/r}) \) (which follows from Theorem 8.3) when \( E|X_1|^r < \infty \) for some \( r \) (1 < \( r \) < 2). For renewal processes the following result is due to Täcklind (1944). The extension using ladder variables is due to Gut (1974a), Theorem 2.8. At the end of the next section we shall present an elegant proof of this result, due to Janson (1983), who used it to obtain a bound for the moments of the overshoot, \( S_{\nu(t)} - t \).

**Theorem 9.5.** Let 1 < \( r \) < 2 and suppose that \( E(X_1^+)^r < \infty \). Then
\[ E\nu(t) = \frac{t}{\mu} + o(t^{2-r}) \quad \text{as} \quad t \to \infty. \]  

**Remark 9.2.** From Theorem 8.3 and Lyapounov’s inequality (cf. e.g. Gut (2007), Theorem 3.2.5) we have \( E\nu(t) = t/\mu + o(t^{1/r}) \) as \( t \to \infty \), but, since \( 2 - r < 1/r \) when 1 < \( r \) < 2, (9.13) is actually sharper in this case.
3.10 The Overshoot

For renewal processes the quantity

\[ R(t) = S_{\nu(t)} - t \quad (t \geq 0) \]  

is generally called the residual lifetime (of the individual who is alive at time \( t \)), see Section 2.6; in the first passage time context one usually calls this quantity the overshoot, or the excess over the boundary, since it defines the amount with which the random walk surpasses the level \( t \)—the level at which it was to be stopped.

**Theorem 10.1.** Let \( r \geq 1 \). Then

\[ E(X_1^+)^r < \infty \iff E(R(t))^r < \infty. \]  

**Proof.** Since \( R(t) \) and \( S_{\nu(t)} \) differ only by a constant, \( t \), the result follows from Theorem 3.1. \( \square \)

In the remainder of this section we shall consider limit theorems and, just as in Theorems 9.2 and 9.3, the arithmetic and nonarithmetic cases have to be separated occasionally. If so, we shall sometimes confine ourselves to treating the nonarithmetic case only. Some of the results below are also discussed in Woodroofe (1982), Chapter 2.

Since

\[ 0 < R(t) \leq X_{\nu(t)} \]  

the following result is immediate from Theorems 4.3, 7.2(i) and 8.2(i).

**Theorem 10.2.** Let \( r \geq 1 \) and suppose that \( E(X_1^+)^r < \infty \). Then,

\begin{enumerate}
  
  \begin{enumerate}
    
    \item \( \frac{R(t)}{t^{1/r}} \xrightarrow{a.s.} 0 \) as \( t \to \infty \);
    
    \item \( \frac{(R(t))^r}{t} \), \( t \geq 1 \) is uniformly integrable;
    
    \item \( E(R(t))^r = o(t) \) as \( t \to \infty \);
    
    \item \( ER(t) = o(t^{1/r}) \) as \( t \to \infty \).
  
\end{enumerate}
\end{enumerate}

This is a result on how the normalized overshoot converges. However, for renewal processes we found that, in fact, the overshoot (that is, the residual lifetime) converges without normalization. We shall now see that this is true also for random walks.

**Theorem 10.3.**

\begin{enumerate}
  
  \begin{enumerate}
    
    \item Suppose the random walk is nonarithmetic. Then, for \( x > 0 \), we have
    
    \[ \lim_{t \to \infty} P(R(t) \leq x) = \frac{1}{\mu_H} \int_0^x P(S_{T_1} > y)dy. \]  
  
  \end{enumerate}
\end{enumerate}
(ii) Suppose the random walk is $d$-arithmetic. Then, for $k = 1, 2, 3, \ldots$, we have

$$\lim_{n \to \infty} P(R(nd) \leq kd) = \frac{d}{\mu_H} \sum_{j=0}^{k-1} P(S_{T_1} > jd)$$

(10.5)

or, equivalently,

$$\lim_{n \to \infty} P(R(nd) = kd) = \frac{d}{\mu_H} P(S_{T_1} \geq kd).$$

(10.6)

**Proof.** Recall from Section 3.2 that a first passage always must occur at a ladder epoch. It follows that the overshoots of the original random walk and those of the ladder height process must be the same, that is

$$R(t) = S_{\nu(t)} - t = Y_{\nu_H(t)} - t = R_H(t) \quad (t \geq 0).$$

(10.7)

Since $\mu_H < \infty$ by Theorem 3.1 and since the limiting distribution of $R_H(t)$ is given as above (cf. Theorem 2.6.2) the result follows. \qed

Theorem 10.3(i) with this proof is due to Gut (1983a). Woodroofe (1976) proves, under some additional assumptions, that

$$\lim_{t \to \infty} P(R(t) \leq x) = \frac{1}{\mu} \int_0^x P\left\{\inf_{n \geq 1} S_n > y\right\} dy \quad \text{as} \quad t \to \infty.$$  

(10.8)

A look at (10.4) and (10.8) suggests that the integrands might be the same. As it stands, they are the same provided the assumptions in Woodroofe (1976) are fulfilled. However, by an approximation argument, which we omit here, it is shown in Gut (1983a) that the integrands are, in fact, equal for all random walks.

**Theorem 10.4.** For any random walk with positive mean we have

(i) $\frac{1}{\mu_H} P(Y_1 > y) = \frac{1}{\mu} P\left\{\inf_{n \geq 1} S_n > y\right\} \quad (y \geq 0)$;

(ii) $\mu_T = \left( P\left\{\inf_{n \geq 1} S_n > 0\right\}\right)^{-1} \geq (P(X_1 > 0))^{-1} = E\nu_X$,

where $\nu_X = \inf\{n: X_n > 0\} \ (\leq \nu(0) = T_1)$.

**Proof.** (i) is the result mentioned above and (ii) follows from (i) by choosing $y = 0$; clearly $\nu_X$ is geometric with mean $(P(X_1 > 0))^{-1}$. \qed

Let us now turn to the problem of convergence of the moments of the overshoot. We first note that the moment requirement of $X_1^+$ in Theorem 10.2(iii) is of the same order as that of the conclusion. In the following we shall prove moment convergence for the unnormalized overshoot, thus extending
3.10 The Overshoot

the results obtained for renewal processes in Section 2.6. However, the price for not normalizing is that we now need a higher degree of integrability for $X_1^+$. Just as in Section 2.6 we begin by considering the expected value of the overshoot. The general result is Theorem 10.9.

Our first result follows immediately from the relation

$$ER(t) = ES_{\nu(t)} - t = \mu E(\nu(t) - t/\mu)$$  \hspace{1cm} (10.9)

(recall formula (2.6.2)) and Theorems 9.2 and 9.3. For renewal processes, see Theorem 2.6.1.

**Theorem 10.5.** Suppose that $E(X_1^+)^2 < \infty$. Then

(i) $\lim_{t \to \infty} ER(t) = \frac{EY_1^2}{2\mu H}$ in the nonarithmetic case;

(ii) $\lim_{n \to \infty} ER(nd) = \frac{EY_1^2}{2\mu H} + \frac{d}{2}$ in the $d$-arithmetic case.

By invoking (10.9) and Theorem 9.4 we obtain the following (weaker) asymptotic inequality, which on the other hand has the advantage that it only contains moments of the original random walk.

**Theorem 10.6.** Suppose that $E(X_1^+)^2 < \infty$. Then

(i) $ER(t) \leq \frac{E(X_1^+)^2}{2\mu} + o(1) \text{ as } t \to \infty$ in the nonarithmetic case;

(ii) $ER(nd) \leq \frac{E(X_1^+)^2}{2\mu} + \frac{d}{2} + o(1) \text{ as } n \to \infty$ in the $d$-arithmetic case.

Lorden (1970), Theorem 1, obtains the (weaker) bound $E(X_1^+)^2/\mu$ in the nonarithmetic case. His bound is, on the other hand, valid for all $t > 0$. For another proof of Lorden’s inequality we refer to Carlsson and Nerman (1986).

In Woodroofe (1976), Theorem 4.4, it was shown that, if $\text{Var} \, X_1 = \sigma^2 < \infty$ and some additional assumptions are satisfied, then

$$ER(t) \to \frac{\sigma^2 + \mu^2}{2\mu} - \sum_{k=1}^{\infty} \frac{1}{k} E(S_k^-) \text{ as } t \to \infty. \hspace{1cm} (10.10)$$

Just as for Theorem 10.4(i) above one can make an approximation argument (see Gut (1983a)) to show that the limiting relations given in Theorem 10.5(i) and (10.10) coincide for all random walks with finite variance. Since, furthermore, $\inf_{n \geq 1} S_n$ is a proper random variable (see Theorem 2.10.1) and

$$E \left( \inf_{n \geq 1} S_n \right)^- = \sum_{k=1}^{\infty} \frac{1}{k} E(S_k^-) \hspace{1cm} (10.11)$$

(see e.g. Chung (1974), p. 287, with $X_n$ replaced by $-X_n$) we obtain the following result.
Theorem 10.7. For any random walk with positive mean and finite variance we have
\[ 0 \leq E \left( \inf_{n \geq 1} S_n \right)^{-1} = \sum_{k=1}^{\infty} \frac{1}{k} E(S_k^-) = \frac{EX_1^2}{2EX_1} - \frac{EY_1^2}{2EY_1}. \] (10.12)

Remark 10.1. Note that, if \( E(X_1^+)^2 < \infty \) but \( EX_1^2 = +\infty \), then Theorem 10.5(i) holds, whereas (10.10) does not.

The following result corresponds to Theorem 9.5 above.

Theorem 10.8. Suppose that \( E(X_1^+)^r < \infty \) for some \( 1 < r < 2 \). Then
\[ ER(t) = o(t^{2-r}) \quad as \quad t \to \infty. \] (10.13)

Next we extend Theorem 2.6.3 to the present context (see Gut (1983a)). The proof is inspired by Lai (1976), p. 65, where the same problem is considered for the case \( EX_1 = 0 \) and integral moments. For \( r = 2 \) we rediscover Theorem 10.5(i).

Theorem 10.9. Suppose that the random walk is nonarithmetic and that \( E(X_1^+)^r < \infty \) for some \( r > 1 \). Then
\[ E(R(t))^{r-1} \to \frac{1}{r \mu_H} E(Y_1)^r \quad as \quad t \to \infty. \] (10.14)

Proof. We know from Theorem 3.1(ii) that the assumption \( E(X_1^+)^r < \infty \) implies that \( EY_1^r < \infty \). By Theorem 2.6.3 the theorem thus holds for the ladder height process, that is,
\[ E(R_H(t))^{r-1} \to \frac{1}{r \mu_H} EY_1^r \quad as \quad t \to \infty, \] (10.15)
from which (10.14) follows, since \( R(t) = R_H(t) \) (see (10.7)). \( \square \)

Remark 10.2. By modifying the arguments leading from (9.9) to (9.10) and then from Theorem 10.5 to Theorem 10.6 we obtain
\[ E(R(t))^{r-1} \leq \frac{E(X_1^+)^r}{r \mu} + o(1) \quad as \quad t \to \infty \] (10.16)
in the nonarithmetic case, provided, again, that \( E(X_1^+)^r < \infty \). Lorden (1970), Theorem 3, obtains the bound \((r + 1) \cdot E(X_1^+)^2/r \mu\) valid for all \( t > 0 \).

In Janson (1983), Theorem 3.1, it is shown that for positive, stationary, \( m \)-dependent summands, \( \{X_k, k \geq 1\} \), one has \( E(X_1)^r < \infty \iff E(R(t))^{r-1} = \mathcal{O}(1) \) as \( t \to \infty \) \((r > 1)\). The theorem there also covers the arithmetic case. Furthermore, a converse is given, namely it is shown that
\[ E(R(t))^{r-1} = \mathcal{O}(1) \quad as \quad t \to \infty \implies EX_1^r < \infty \quad (r > 1). \] (10.17)
3.10 The Overshoot

Since the ladder variable method is not applicable for \( m \)-dependent sequences in general (see Janson (1983), Example 3.1) the result cannot, in a simple way, be extended to arbitrary summands with positive mean. In our case, however, we can use (10.17), (10.7) and Theorem 3.1(ii) to obtain the following converse to Theorem 10.9.

**Theorem 10.10.** Let \( r > 1 \). If

\[
E(R(t))^{r-1} = \mathcal{O}(1) \quad \text{as} \quad t \to \infty
\]  

(10.18)

then

\[
E(X_1^+)^r < \infty.
\]  

(10.19)

We conclude this section by presenting a method due to Janson (1983)—who used it to prove Theorem 10.8 for positive, stationary, \( m \)-dependent random variables—to give a different proof of Theorems 10.8 and 9.5. (Above, Theorem 10.8 was deduced from Theorem 9.5, the proof of which was not given.)

By Hölder’s inequality (see e.g. Gut (2007), Theorem 3.2.4) with \( p = 1/(r-1) \) and \( q = 1/(2 - r) \) we obtain

\[
E(S_{\nu(t)} - t) = E((R(t))^{(r-1)2} \cdot (R(t))^{r(2-r)})
\]

\[
\leq (E(R(t))^{r-1})^{r-1} \cdot (E(R(t))^r)^{2-r}
\]

\[
= (\mathcal{O}(1))^{r-1} \cdot (o(t))^{2-r} = o(t^{2-r}) \quad \text{as} \quad t \to \infty.
\]

since, by Theorem 10.9 (and Problem 15.5) and Theorem 10.2(iii), we have

\[
E(R(t))^{r-1} = \mathcal{O}(1) \quad \text{and} \quad E(R(t))^r = o(t) \quad \text{as} \quad t \to \infty,
\]  

(10.20)

respectively.

This proves Theorem 10.8, and Theorem 9.5 follows immediately by (10.9).

We finally mention (without proof) the following result (due to Woodroofe (1976) under additional assumptions) see Siegmund (1985), Theorem 8.34.

**Theorem 10.11.** Suppose that \( \text{Var} \, X_1 = \sigma^2 < \infty \). If the random walk is nonarithmetic, then

\[
\lim_{t \to \infty} P \left( \nu(t) - \frac{t}{\mu} \leq x \sqrt{\sigma^2 \mu^{-3}} \cdot t, \ R(t) \leq y \right) = \Phi(x) \cdot \frac{1}{\mu H} \int_0^y P(S_{T_1} > z)dz
\]

for \(-\infty < x < \infty \) and \( y > 0 \).

Thus, the first passage time (after normalization) and the overshoot are asymptotically independent. The marginal distributions are, of course, those given in Theorems 5.1 and 10.3(i).

For a local limit theorem we refer to Lalley (1984a), where the corresponding asymptotics for \( P(\nu(t) = n, R(t) \leq y) \) are given.
3.11 The Law of the Iterated Logarithm

By using Theorem 1.9.1 and the method to prove the central limit theorem (Theorem 5.1) the following theorem has been obtained in Gut (1985), Section 4.

**Theorem 11.1.** Suppose that $\text{Var } X_1 = \sigma^2 < \infty$. Then

$$C \left( \left\{ \frac{\nu(t) - \frac{t}{\mu}}{\sqrt{\frac{2\sigma^2}{\mu^3}} t \log \log t}, t \geq 3 \right\} \right) = [-1, 1] \text{ a.s.} \quad (11.1)$$

In particular,

$$\limsup_{t \to \infty} \left( \liminf_{t \to \infty} \frac{\nu(t) - \frac{t}{\mu}}{\sqrt{\frac{2\sigma^2}{\mu^3}} t \log \log t} \right) = \frac{\sigma}{(-)} \frac{\mu^{3/2}}{a.s.} \quad (11.2)$$

**Sketch of Proof.** Theorems 4.1 and 1.9.1 are used to establish that

$$C \left( \left\{ \frac{S_{\nu(t)} - \mu \nu(t)}{\sqrt{2\sigma^2 \frac{t}{\mu^3} \log \log t}}, t \geq 3 \right\} \right) = [-1, 1] \text{ a.s.} \quad (11.3)$$

The finiteness of the variance is used to conclude, from Theorem 4.3, that

$$\frac{X_{\nu(t)}}{\sqrt{t \log \log t}} \overset{a.s.}{\longrightarrow} 0 \quad \text{as } t \to \infty. \quad (11.4)$$

By combining these facts with (3.2) and the following lemma we obtain (11.1), from which (11.2) is immediate. □

**Lemma 11.1.** Let $E \subset R$ and suppose that $\{Y(t), t \geq 1\}$ is a family of random variables such that

$$C(\{Y(t), t \geq 1\}) = E \text{ a.s.} \quad (11.5)$$

Further, let $\{\xi(t), t \geq 1\}$ and $\{\eta(t), t \geq 1\}$ be families of random variables such that

$$\xi(t) \overset{a.s.}{\longrightarrow} 1 \text{ and } \eta(t) \overset{a.s.}{\longrightarrow} 0 \text{ as } t \to \infty. \quad (11.6)$$

Then

$$C(\{\xi(t)Y(t) + \eta(t), t \geq 1\}) = E \text{ a.s.} \quad (11.7)$$

Just as in Theorem 1.9.1 the present theorem has been obtained before as special cases of functional versions. A proof using (3.13) is given in Chow and Hsiung (1976), Theorem 3.3. They first prove a law of the iterated logarithm for $\{M_n, n \geq 1\}$ (this will be done in Chapter 4 below with a different proof) and then “invert” this result.

**Remark 11.1.** Since we did not require the stopping to be caused by stopping times, one can show, by modifying the proof of Theorem 11.1, that the theorem also holds for $\{N(t), t \geq 0\}$. 
3.12 Complete Convergence and Convergence Rates

In Section 1.10 we mentioned two results on complete convergence and convergence rates for stopped random walks, which involved a condition requiring that a similar result holds for the stopping times. The theorems below show that the first passage times satisfy this condition (cf. (1.10.2) and (1.10.6)). We refer to Gut (1983b) for proofs. For the case of positive summands we also refer to Bingham and Goldie (1982).

**Theorem 12.1.** Let \( r \geq 1, \frac{1}{2} < \alpha \leq 1 \) and \( \alpha r \geq 1 \). If \( E|X_1|^r < \infty \), then

\[
\sum_{n=1}^{\infty} n^{\alpha r-2} P \left( \left| \nu(n) - \frac{n}{\mu} \right| > n^\alpha \delta \right) < \infty \quad \text{for all } \delta > 0. \tag{12.1}
\]

**Remark 12.1.** For \( r = 2 \) and \( \alpha = 1 \) Theorem 12.1 states that \( \{(\nu(n)/n), n \geq 1\} \) converges completely to \( 1/\mu \).

**Remark 12.2.** It follows from Theorem 12.1 that Theorems 1.10.1 and 1.10.2 (with \( \theta = (1/\mu) \)) hold for \( \{S_{\nu(n)} - \mu \nu(n), n \geq 1\} \) when \( \alpha \leq 1 \).

It is also possible to modify the proof of Theorem 12.1 to obtain the following result.

**Theorem 12.2.** Suppose that \( \text{Var } X_1 = \sigma^2 < \infty \). Then

\[
\sum_{n=3}^{\infty} \frac{1}{n} P \left( \left| \nu(n) - \frac{n}{\mu} \right| > \delta \sqrt{n \log \log n} \right) < \infty \quad \text{for all } \delta > \sqrt{\frac{2 \sigma^2}{\mu^3}}. \tag{12.2}
\]

**Remark 12.3.** The results can also be stated for the whole families of random variables considered (cf. Remark 1.10.2).

3.13 Applications to the Simple Random Walk

A very basic example in random walk theory is the simple random walk, which is characterized by

\[
P(X_1 = 1) = p, \quad P(X_1 = -1) = q = 1 - p, \tag{13.1}
\]

where \( 0 \leq p \leq 1 \). Apart from being intuitively the random walk it can be used to give examples and counterexamples (as we have done in Sections 1.5 and 1.6) and to describe certain properties which are typical for large classes of random walks (as we have done in Section 2.8).

In this section we shall apply some of the results of this chapter to simple random walks. In some instances it is also possible to reprove the theorems by exploiting the fact that we have a specifically given random walk.
Since the random walk is supposed to drift to $+\infty$ we suppose throughout that
\[ \mu = EX_1 = p - q > 0, \]
that is, that $p > q$ (cf. Section 2.8). To avoid trivialities, we also assume that $p < 1$.

The standard result in textbooks is that the generating function of the first ladder epoch is given by
\[ g_{T_1}(s) = EsT_1 = \frac{1 - \sqrt{1 - 4pq s^2}}{2qs}, \]
which, by differentiation, yields
\[ \mu_T = ET_1 = \frac{1}{p - q}. \]

Formula (13.3) is proved by combinatorial methods. We also note that further differentiation shows that $T_1$ has moments of all orders.

The crucial observation which we shall exploit in order to give different proofs of some of the results derived earlier in this chapter is that
\[ \nu(0) = T_1 = \min\{n: S_n > 0\} = \min\{n: S_n = +1\} \]
and, more generally, that $\nu(n) = T_{n+1}$ and, hence, that
\[ \{\nu(n), n \geq 0\} \text{ is a renewal process}, \]
whose i.i.d. increments are distributed like $\nu(0)$. In general we only have subadditivity (recall formulas (2.5.7) and (2.5.8)).

**Remark 13.1.** The conclusions (13.5) and (13.6) depend on the fact that we are concerned with an arithmetic random walk, such that $X_1^+ = 1$ a.s. The conclusions are thus, in fact, valid for more general random walks than the simple one.

We are now in the position to give another proof of Theorem 3.1(i) by combining our knowledge about the generating function and (13.6). Namely, since we already know that $ET_1^r < \infty$ for all $r > 0$ it follows from Minkowski’s inequality that
\[ \|\nu(n)\|_r \leq n\|T_1\|_r < \infty. \]

**Remark 13.2.** For general random walks a similar conclusion was more complicated in that $\nu(t)$ then was a sum of a random number of ladder epoch increments; recall Remark 3.1.

**Remark 13.3.** Since $|X_1| = 1$ a.s. and
\[ S_{T_{n+1}} = S_{\nu(n)} = n + 1 \text{ a.s.}, \]
Theorem 3.1(i) is an immediate consequence of Theorem 1.5.5, that is, we do not need to verify Theorem 3.1(ii) before proving Theorem 3.1(i) for \( r > 1 \). This is, on the other hand, not surprising, since Theorem 3.1(ii) is trivial in view of (13.8).

Next we give a different proof of (13.4). By Theorem 4.1(i), the strong law, we have

\[
\frac{\nu(n)}{n} \overset{\text{a.s.}}{\to} \frac{1}{EX_1} = \frac{1}{p - q} \quad \text{as } n \to \infty. \tag{13.9}
\]

Now, by (13.6) and the ordinary strong law of large numbers we have

\[
\frac{\nu(n)}{n} \overset{\text{a.s.}}{\to} E\nu(0) \quad \text{as } n \to \infty, \tag{13.10}
\]

which, together with (13.9) proves (13.4).

Note also that if, instead, we begin with the “known” fact that (13.4) holds and combine that with (13.6) and the ordinary strong law (13.10) we obtain an alternative proof of Theorem 4.1.

**Remark 13.4.** For a quick proof of (13.4) we refer to Problem 15.7.

Next we check Theorem 9.3 and compare with the bound obtained in Theorem 9.4(ii) (compare Section 2.5 for the Negative Binomial process).

Since \( Y_1 = S_{T_1} = 1 \) a.s. and \( d = 1 \), formula (9.6) becomes

\[
E\nu(n) = \frac{n}{p - q} + \frac{1}{p - q} \cdot \frac{1}{2} + \frac{1}{2(p - q)} + o(1) = \frac{n + 1}{p - q} + o(1) \quad \text{as } n \to \infty.
\]

On the other hand a direct proof, using (13.6), gives

\[
E\nu(n) = ET_{n+1} = (n + 1)ET_1 = \frac{n + 1}{p - q}, \tag{13.11}
\]

that is, \( o(1) \equiv 0 \) in this case.

The upper bound in Theorem 9.4(i) is

\[
\frac{n}{p - q} + \frac{1}{2(p - q)^2} + \frac{1}{2(p - q)} + o(1) = \frac{n + 1}{p - q} + \frac{1 - p}{(p - q)^2} + o(1), \tag{13.12}
\]

as \( n \to \infty \). The overestimate \((1 - p)/(p - q)^2\) increases from 0 to \( +\infty \) as \( p \) decreases from 1 to \( \frac{1}{2} \). However, since (13.11) is computed in terms of the original random walk there is no need for (13.12) here.

The overshoot \( R(n) = S_{\nu(n)} - n = S\nu_{n+1} - n = 1 \) a.s. for all \( n \), which proves Theorem 10.3(ii). Theorem 10.5(ii) and the bound in Theorem 10.6(ii) can easily be checked or reproved as above. We leave the details.

Finally, Theorem 10.7 yields the formula

\[
E\left( \inf_{n \geq 1} S_n \right)^- = \sum_{k=1}^{\infty} \frac{1}{k} E(S_k^-) = \frac{1}{2(p - q)} - \frac{1}{2} = \frac{q}{p - q} = \frac{1 - p}{2p - 1}. \tag{13.13}
\]
Observe that the function \((1 - p)/(2p - 1)\) \((\frac{1}{2} < p < 1)\) is strictly decreasing in p and that the limits at \(p = \frac{1}{2}\) and \(p = 1\) are \(+\infty\) and 0, respectively, in full accordance with what one might expect.

3.14 Extensions to the Non-I.I.D. Case

Some of the theorems in this chapter have been extended to sums of independent, but not necessarily identically distributed random variables and to sums of random variables fulfilling certain dependence assumptions. In this section we mention briefly some such results.

Suppose \(\{S_n, n \geq 0\}\) is a sequence of sums of independent (not necessarily identically distributed) random variables. Under some (uniformity) conditions Theorem 6.1 has been extended by Chow and Robbins (1963). Also, the proof of Theorem 9.1 given in Siegmund (1969) is actually given for such more general random walks. Smith (1964) and Williamson (1965) extend Theorem 6.4 (the latter for nonnegative summands) and Cox and Smith (1953) and Maejima (1975) prove extensions of local limit theorems (recall Section 3.5).

Several theorems in this chapter are generalized to processes with independent, stationary increments (with positive mean) in Gut (1975b).

Ney and Wainger (1972) and Maejima and Mori (1984) prove renewal theorems for random walks indexed by the positive integer valued \(d\)-dimensional lattice points \((d = 2\) and \(d \geq 2\) respectively).

Chow and Robbins (1963), Chow (1966) and Gut (1974b) consider moments of first passage times and the strong law for certain sums of dependent random variables. The results there extend Theorems 3.1, 4.1 and 8.1.

Berbee (1979) presents a renewal theory for random walks with stationary increments. Janson (1983) assumes that the increments of the random walk are stationary and \(m\)-dependent.

We close by mentioning “perturbed random walks”, which may be interpreted as random walks + noise. Chapter 6 is devoted to renewal theory for such processes, including a final section on various extensions.

3.15 Problems

1. Prove Theorem 5.2.
2. Verify Remarks 4.4 and 5.2.
3. Prove Theorem 6.3(ii).
4. a) Let \(U\) be a positive integer valued random variable. It is well known that \(EU = \sum_{k=1}^{\infty} P(U \geq k)\). Show that

\[
EU(U + 1) = 2 \sum_{k=1}^{\infty} kP(U \geq k). \quad (15.1)
\]
b) Use (10.5) and (15.1) to give a direct proof of Theorem 10.5(ii) for \( d = 1 \).

c) Generalize to the arithmetic case with span \( d \geq 1 \).

5. Generalize Theorem 10.9 to the arithmetic case.


7. Consider the simple random walk of Section 3.13. Prove, by conditioning on the first step, that \( ET_1 \) satisfies the equation

\[
x = 1 + 2qx,
\]

and, hence, conclude that \( ET_1 = 1/(p - q) \), that is, that (13.4) holds.
Generalizations and Extensions

4.1 Introduction

In this chapter we present some generalizations and extensions of the results in Chapter 3. The chapter is divided into the following four parts:

- Section 4.2, where we discuss stopped two-dimensional random walks; more precisely, we consider a random walk \( \{(U_n, V_n), n \geq 0\} \), which is stopped when one component reaches a level, \( t \), say, and then evaluate the other component at that time point. Thus, assume that the increments of \( \{U_n, n \geq 0\} \) have positive, finite mean and define

\[
\tau(t) = \min\{n: U_n > t\} \quad (t \geq 0).
\]

(1.1)

Our interest will be focused on the process \( \{V_{\tau(t)}, t \geq 0\} \). More specifically, we shall prove results, such as strong laws of large numbers, the central limit theorem, moment convergence and the law of the iterated logarithm for this process. Moreover, if the first component of the random walk is a renewal process, it turns out that the asymptotic behaviour of \( V_{\tau(t)} \) is the same as that of \( V_{M(t)} \), where

\[
M(t) = \max\{n: U_n \leq t\} \quad (t \geq 0).
\]

(1.2)

- Section 4.3, in which we present several interesting applications, which originate from very different contexts, but, all fit into the above model.

- Section 4.4, which is concerned with the maximum of random walks with positive drift. In Chapter 2 we found that one way to describe how such random walks tend to infinity is to study the partial maxima \( \{M_n, n \geq 0\} \). It was also noted that the partial maxima can be represented as sums of a random number of ladder height increments (see Lemma 2.11.1). Now, since such sums are precisely of the kind \( V_{M(t)} \) as described above we can determine the asymptotic behavior of \( M_n \) as \( n \to \infty \) by invoking results for \( V_{M(t)} \) from Section 4.2. We also derive some further weak limit theorems with the aid of Lemma 2.11.2.
Section 4.5, in which we study first passage times à la Chapter 3, but for more general, “time dependent,” barriers. As a typical case we may consider

\[ \nu(t) = \min \{ n : S_n > t\sqrt{n} \} \quad (t \geq 0), \]

where, as before, \( \{ S_n, n \geq 0 \} \) is a random walk with i.i.d. increments having positive mean. Again we shall prove strong laws, asymptotic normality, etc., that is, we shall see how and to what extent the results from Chapter 3 carry over to this more general case.

As always, we are given a given probability space \((\Omega, \mathcal{F}, P)\) on which all of our random variables are defined.

### 4.2 A Stopped Two-Dimensional Random Walk

We consider a two-dimensional random walk \( \{(U_n, V_n), n \geq 0\} \) with i.i.d. increments \( \{(W_k, Z_k), k \geq 1\} \), where \( W_k \) and \( Z_k \) thus may depend on each other (and indeed they will in our applications). We assume throughout that

\[ 0 < EW_1 = \mu_w < \infty \quad \text{and} \quad E|Z_1| < \infty, \quad (2.1) \]

but assume nothing about the sign of \( EZ_1 = \mu_z \). Further, set, for \( n \geq 1 \),

\[ \mathcal{F}_n = \sigma\{ (W_k, Z_k), k \leq n \} \]

and set \( \mathcal{F}_0 = \{ \emptyset, \Omega \} \) and \( U_0 = V_0 = 0 \).

Define the first passage times

\[ \tau(t) = \min \{ n : U_n > t \} \quad (t \geq 0). \quad (2.2) \]

Since \( \mu_w > 0 \) we know from Chapter 3 that \( \tau(t) \) is a proper random variable for all \( t \geq 0 \) and that all results derived in Chapter 3 apply to \( \{ \tau(t), t \geq 0 \} \) and \( \{ U_{\tau(t)}, t \geq 0 \} \).

The object of interest in the present section is the stopped random walk

\[ \{ V_{\tau(t)}, t \geq 0 \}. \quad (2.3) \]

From the way we have defined our \( \sigma \)-algebras it follows that the process \( \{ V_{\tau(t)}, t \geq 0 \} \) is a stopped random walk, so whenever it is appropriate we shall apply our results from Chapter 1.

Several authors have studied this process or variations of it; see Smith (1955), Cox (1967), von Bahr (1974), Siegmund (1975), Prabhu (1980), Chapter 4, Asmussen (1982) and Gut and Janson (1983).

**Theorem 2.1 (The Strong Law of Large Numbers).** We have

(i) \[ \frac{V_{\tau(t)}}{t} \xrightarrow{a.s.} \frac{\mu_z}{\mu_w} \quad \text{as} \quad t \to \infty. \]
Moreover, if $E|W_1|^r < \infty$ and $E|Z_1|^r < \infty$ for some $r \geq 1$, then

\begin{enumerate}[(ii)]
  \item $\left\{ \left\lfloor \frac{V_{\tau(t)}}{t} \right\rfloor^r, t \geq 1 \right\}$ is uniformly integrable;
  \item $E \left( \frac{V_{\tau(t)}}{t} \right)^p \to \left( \frac{\mu_z}{\mu_w} \right)^p$ as $t \to \infty$ for all $p, 0 < p \leq r$.
\end{enumerate}

Proof. (i) By Theorem 3.4.1 we have
\[
\frac{\tau(t)}{t} \xrightarrow{a.s.} \frac{1}{\mu_w} \quad \text{as} \quad t \to \infty,
\]
from which (i) follows by Theorem 1.2.3(iii).

(ii) Since, by Theorem 3.7.1,
\[
\left\{ \left( \frac{\tau(t)}{t} \right)^r, t \geq 1 \right\}
\]
is uniformly integrable, (2.5)

the conclusion follows from Theorem 1.6.1.

(iii) Follows from (i), (ii) and Theorem A.1.1. \qed

Just as in Chapters 1 and 3 there exists a Marcinkiewicz–Zygmund version of the strong law.

**Theorem 2.2.** Suppose that $1 \leq r < 2$ and that $E|W_1|^r < \infty$ and $E|Z_1|^r < \infty$. Then

\begin{enumerate}[(i)]
  \item $\frac{V_{\tau(t)} - \frac{\mu_z}{\mu_w} t}{t^{1/r}} \xrightarrow{a.s.} 0$ as $t \to \infty$;
  \item $\left\{ \left( \frac{V_{\tau(t)} - \frac{\mu_z}{\mu_w} t}{t^{1/r}} \right)^r, t \geq 1 \right\}$ is uniformly integrable;
  \item $E \left( \frac{V_{\tau(t)} - \frac{\mu_z}{\mu_w} t}{t^{1/r}} \right)^r \to 0$ as $t \to \infty$.
\end{enumerate}

Proof. (i) The proof is closely related to the proof of Theorem 3.4.4. We use a device due to Rényi (1957) in order to define the proper summands, to which we apply the results from Chapter 1. Namely, let $\{S_n, n \geq 0\}$ be a random walk (with $S_0 = 0$), whose increments $\{X_k, k \geq 1\}$ are given by
\[
X_k = \mu_w Z_k - \mu_z W_k \quad (k \geq 1).
\]
The important fact is that the increments $X_k, k \geq 1$, are i.i.d. random variables with mean 0 and with the same integrability properties as the original random walk, in the sense that

$$E|W_1|^r < \infty, \quad E|Z_1|^r < \infty \quad \implies \quad E|X_1|^r < \infty \quad (r > 0). \tag{2.7}$$

With this and (2.4) in mind we can apply Theorem 1.2.3(ii) to conclude that

$$\frac{S_{\tau(t)}}{t^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty, \tag{2.8}$$

which is the same as

$$\frac{V_{\tau(t)} - \frac{\mu_z}{\mu_w}U_{\tau(t)}}{t^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty. \tag{2.9}$$

Finally, since

$$V_{\tau(t)} - \frac{\mu_z}{\mu_w}t = \left( V_{\tau(t)} - \frac{\mu_z}{\mu_w}U_{\tau(t)} \right) + \frac{\mu_z}{\mu_w}(U_{\tau(t)} - t) \tag{2.10}$$

it only remains to prove that

$$\frac{U_{\tau(t)} - t}{t^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty, \tag{2.11}$$

but, since $U_{\tau(t)} - t$ is precisely an overshoot in the sense of Chapter 3, we already know from Theorem 3.10.2(i) that (2.11) holds. The proof of (i) is thus complete.

(ii) In view of (2.5) we know from Theorem 1.6.2 that, for $\{S_n, n \geq 0\}$ as above,

$$\left\{ \left| \frac{S_{\tau(t)}}{t^{1/r}} \right|, t \geq 1 \right\} \text{ is uniformly integrable,} \tag{2.12}$$

that is we know that

$$\left\{ \left| \frac{V_{\tau(t)} - \frac{\mu_z}{\mu_w}U_{\tau(t)}}{t^{1/r}} \right|, t \geq 1 \right\} \text{ is uniformly integrable.} \tag{2.13}$$

Furthermore,

$$\left\{ \left( \frac{U_{\tau(t)} - t}{t^{1/r}} \right)^r, t \geq 1 \right\} \text{ is uniformly integrable} \tag{2.14}$$

by Theorem 3.10.2(ii), which together with (2.10) and Lemma A.1.3 proves (ii).

(iii) This is immediate from (i) and (ii). \qed

Remark 2.1. For the case $\mu_z = 0$ we only have to consider $V_{\tau(t)}/t^{1/r}$. The conclusions then follow directly from Theorems 1.2.3(ii) and 1.6.2.
Remark 2.2. The results above are due to Gut and Janson (1983). Theorem 2.1(i) and (iii) with \( r = 1 \) and \( r = 2 \) are very close to results in Smith (1955), Section 5.

**Theorem 2.3 (The Central Limit Theorem).** Suppose that \( \text{Var} W_1 = \sigma_w^2 \) and \( \text{Var} Z_1 = \sigma_z^2 \) are finite, set

\[
\gamma^2 = \text{Var}(\mu_wZ_1 - \mu_zW_1) = \mu_w^2\sigma_z^2 + \mu_z^2\sigma_w^2 - 2\mu_w\mu_z\text{Cov}(W_1, Z_1) \tag{2.15}
\]

and suppose that \( \gamma^2 > 0 \). Then

\[
\begin{align*}
(i) & \quad \frac{V_\tau(t) - \frac{\mu_z}{\mu_w}t}{\sqrt{\gamma^2\mu_w^3t}} \overset{d}{\to} N(0, 1) \quad \text{as} \quad t \to \infty. \\
(ii) & \quad \left\{ \left| \frac{V_\tau(t) - \frac{\mu_z}{\mu_w}t}{\sqrt{t}} \right|^r, t \geq 1 \right\} \quad \text{is uniformly integrable;}
\end{align*}
\]

If, moreover, \( E|W_1|^r < \infty \) and \( E|Z_1|^r < \infty \) for some \( r \geq 2 \), then

\[
(iii) \quad E \left| \frac{V_\tau(t) - \frac{\mu_z}{\mu_w}t}{\sqrt{t}} \right|^p \to E|Y|^p \quad \text{as} \quad t \to \infty \quad \text{for all} \quad 0 < p \leq r,
\]

where \( Y \) is a normal random variable with mean 0 and variance \( \gamma^2/\mu_w^3 \);

\[
(iv) \quad E \left( \frac{V_\tau(t) - \frac{\mu_z}{\mu_w}t}{\sqrt{t}} \right)^k \to 0 \quad \text{as} \quad t \to \infty \quad \text{for} \quad k = \text{odd integer} \leq r.
\]

**Proof.** To prove the theorem we introduce the random walk from the proof of Theorem 2.2 and modify the proofs in Chapter 3 for \( \{\nu(t), t \geq 0\} \) in the same way as those proofs were modified to obtain Theorems 2.1 and 2.2. We therefore do not give all details.

By Theorem 1.3.1 applied to \( \{S_n, n \geq 0\} \) we have

\[
\frac{\mu_wV_\tau(t) - \mu_zU_\tau(t)}{\sqrt{\gamma^2\mu_w^3t}} \overset{d}{\to} N(0, 1) \quad \text{as} \quad t \to \infty \tag{2.16}
\]

and by Theorem 3.10.2 we have

\[
\frac{U_\tau(t) - t}{\sqrt{t}} \overset{\text{a.s.}}{\to} 0 \quad \text{as} \quad t \to \infty. \tag{2.17}
\]

Now, (2.16), (2.17) together with (2.10) and Cramér’s theorem prove (i).
As for (ii) we use Theorems 1.6.3 and 3.10.2 to conclude (cf. (2.12) and (2.14)) that
\[
\left\{ \left| \frac{V_{\tau}(t) - \frac{\mu_z}{\mu_w} U_{\tau}(t)}{\sqrt{t}} \right|^{r}, t \geq 1 \right\} \text{ is uniformly integrable} \tag{2.18}
\]
and that
\[
\left\{ \left| \frac{U_{\tau}(t) - t}{\sqrt{t}} \right|^{r}, t \geq 1 \right\} \text{ is uniformly integrable,} \tag{2.19}
\]
respectively. Now (ii) follows by (2.10) and Lemma A.1.3, from which (iii) and (iv) are immediate (cf. Remark A.1.1).

Theorem 2.3 is due to Gut and Janson (1983). However, (i) has been proved for the case when \(\{U_n, n \geq 0\}\) is a renewal process and \(\mu_z \geq 0\) by Siegmund (1975). Smith (1955) uses characteristic function methods to prove a related result (see Section 5 there) corresponding to \(\{U_n, n \geq 0\}\) being a renewal process.

Remark 2.3. As before the case \(\mu_z = 0\) is easier.

Next we show that it is possible to obtain better remainders in the expressions for \(EV_{\tau(t)}\) when \(r = 2\) and for \(\text{Var}V_{\tau(t)}\) when \(r = 2\) and \(\mu_z = 0\). It is also possible to obtain an estimate for \(\text{Cov}(V_{\tau(t)}, \tau(t))\).

**Theorem 2.4.** Suppose that \(W_1\) and \(Z_1\) have finite variance and define \(\gamma^2\) as before. Then, as \(t \to \infty\),

(i) \[ EV_{\tau(t)} = \frac{\mu_z}{\mu_w} t + \mathcal{O}(1); \]

(ii) \[ \text{Var} V_{\tau(t)} = \frac{\gamma^2}{\mu^3_w} t + o(t); \]

(iii) \[ \text{Cov} (V_{\tau(t)}, \tau(t)) = \frac{\mu_z \sigma^2_w - \mu_w \text{Cov}(W_1, Z_1)}{\mu^3_w} t + o(t). \]

If \(\mu_z = 0\), (i) and (ii) can be improved to

(i') \[ EV_{\tau(t)} = 0; \]

(ii') \[ \text{Var} V_{\tau(t)} = \frac{\sigma^2_z}{\mu_w} t + \mathcal{O}(1) \quad \text{as} \quad t \to \infty. \]

Here \(\mathcal{O}(1)\) is a constant depending on \(\mu_w, \sigma^2_w, \mu_z, \sigma^2_z\) and the first two moments of the ladder heights for \(\{U_n, n \geq 0\}\) and on whether the random walk is arithmetic or nonarithmetic.
Proof. The basis of the proof is Theorem 1.5.3 (and formula (1.5.25)), according to which

\[ EV_{\tau(t)} = \mu_z E\tau(t) \]  
\[ \text{Var}(V_{\tau(t)} - \mu_z \tau(t)) = E(V_{\tau(t)} - \mu_z \tau(t))^2 = \sigma^2_z E\tau(t) \]

\[ \text{Cov}(U_{\tau(t)} - \mu_w \tau(t), V_{\tau(t)} - \mu_z \tau(t)) = \text{Cov}(W_1, Z_1) E\tau(t). \]

These results will be combined with facts from Chapter 3 concerning the asymptotic behavior of \( U(\tau) \) and \( \tau(t) \).

We first recall from Theorems 3.9.2 and 3.9.3 that

\[ E\tau(t) = \frac{t}{\mu_w} + \mathcal{O}(1) \quad \text{as} \quad t \to \infty, \]  

which in conjunction with (2.20) proves (i).

If \( \mu_z = 0 \), then (2.20) alone proves (i') and (2.21) together with (2.23) proves (ii').

Next we note that

\[ \text{Cov}(U_{\tau(t)} - \mu_w \tau(t), V_{\tau(t)} - \mu_z \tau(t)) = \text{Cov}(U_{\tau(t)}, V_{\tau(t)} - \mu_z \tau(t)) - \mu_w \text{Cov}(\tau(t), V_{\tau(t)} - \mu_z \tau(t)). \]

Since, by Cauchy’s inequality,

\[ |\text{Cov}(U_{\tau(t)}, V_{\tau(t)} - \mu_z \tau(t))| \leq \sqrt{\text{Var} U_{\tau(t)} \cdot \text{Var}(V_{\tau(t)} - \mu_z \tau(t))}, \]

it follows from (2.21), (2.23) and Theorem 3.10.2 that

\[ |\text{Cov}(U_{\tau(t)}, V_{\tau(t)} - \mu_z \tau(t))| \leq \sqrt{\text{Var}(U_{\tau(t)} - t) \cdot \sigma^2_z E\tau(t)} \]

\[ = \sqrt{o(t) \cdot \sigma^2_z \cdot \left( \frac{t}{\mu_w} + \mathcal{O}(1) \right) = o(t) \quad \text{as} \quad t \to \infty, \]

which, together with (2.24), (2.22) and (2.23) yields

\[ \text{Cov}(V_{\tau(t)} - \mu_z \tau(t), \tau(t)) = o(t) - \frac{\text{Cov}(W_1, Z_1) E\tau(t)}{\mu_w} \]

\[ = - \frac{\text{Cov}(W_1, Z_1)}{\mu_w^2} \cdot t + o(t) \]
and thus (recall Theorem 3.9.1) that, as $t \to \infty$,
\[
\text{Cov}(V_{\tau(t)}, \tau(t)) = \text{Cov}(V_{\tau(t)} - \mu_z \tau(t), \tau(t)) + \mu_z \text{Var} \tau(t)
\]
\[
= -\frac{\text{Cov}(W_1, Z_1)}{\mu_w^2} t + o(t) + \mu_z \cdot \left( \frac{\sigma_w^2}{\mu_w^3} t + o(t) \right)
\]
\[
= \frac{\mu_z \sigma_w^2 - \mu_w \text{Cov}(W_1, Z_1)}{\mu_w^3} t + o(t),
\]
which proves (iii).

As noted in connection with Theorem 1.5.3, $\text{Var} V_{\tau(t)} = E\left(V_{\tau(t)} - \mu_z \tau(t)\right)^2$ and $E(V_{\tau(t)} - \mu_z \tau(t))^2$ are not the same if $\mu_z \neq 0$. However, it is easy to see that
\[
\text{Var} V_{\tau(t)} = \sigma_z^2 E\tau(t) - \mu_z^2 \text{Var} \tau(t) + 2 \mu_z \text{Cov} (V_{\tau(t)}, \tau(t)).
\]
(2.26)

By combining this relation with (iii) and Theorem 3.9.1 we obtain
\[
\text{Var} V_{\tau(t)} = \sigma_z^2 \left( \frac{t}{\mu_w} + o(t) \right) - \mu_z^2 \left( \frac{\sigma_w^2}{\mu_w^3} t + o(t) \right)
\]
\[
+ 2 \mu_z \left( \frac{\mu_z \sigma_w^2 - \mu_w \text{Cov}(W_1, Z_1)}{\mu_w^3} t + o(t) \right),
\]
which, after routine simplifications, yields (ii).

Since (i') and (ii') have already been proved, the proof is complete. \hfill \square

Theorem 2.4 is due to Gut and Janson (1983) and we have followed the proof given there. In Smith (1955), Section 5, (i) and (ii) are proved with a different method in a related situation when $\{U_n, n \geq 0\}$ is a renewal process.

It is also possible to obtain a limit distribution for $V_{\tau(t)}$, when the variances are not necessarily finite. However, since two summation sequences are involved the normalization has to be chosen with care. One such result is the following.

**Theorem 2.5.** Suppose that $\{B_n, n \geq 1\}$ are positive normalizing coefficients such that
\[
\frac{\mu_z U_n - \mu_w V_n}{B_n} \overset{d}{\to} G_\alpha \quad \text{as} \quad n \to \infty
\]
(2.27)
\[
\frac{U_n - n \mu_w}{a B_n} \overset{d}{\to} G_\alpha \quad \text{as} \quad n \to \infty \quad \text{for some} \quad a > 0,
\]
(2.28)

where $G_\alpha$ is (a random variable distributed according to) a stable law with index $\alpha$, $1 < \alpha \leq 2$. Then
\[
\frac{V_{\tau(t)} - \frac{\mu_z}{\mu_w} t}{\frac{1}{\mu_w} B\left(\frac{t}{\mu_w}\right)} \overset{d}{\to} -G_\alpha \quad \text{as} \quad t \to \infty,
\]
(2.29)

where $B(y) = B_{[y]}$ for $y > 0$. 


Remark 2.4. In particular, if $\alpha = 2$ and the variances are finite, then $B_n = \gamma \sqrt{n}$ and $a = \sigma_w / \gamma$ will do and we rediscover Theorem 2.3(i).

By inspecting the proof (of Theorem 2.3(i)) we observe that if there are different normalizing sequences in (2.27) and (2.28) such that the limits are $G_{\alpha_1}(x)$ and $G_{\alpha_2}(x)$ with $\alpha_1 < \alpha_2$ respectively, then there is still a limit theorem possible. Since these modified assumptions really mean that $\{U_n, n \geq 0\}$ and $\{V_n, n \geq 0\}$ belong to the domain of attraction of stable laws with indices $\alpha_U$ and $\alpha_V$, where $1 < \alpha_V < \alpha_U \leq 2$ we obtain the following result.

**Theorem 2.6.** Suppose that $\{B_{V,n}, n \geq 1\}$ and $\{B_{U,n}, n \geq 1\}$ are positive normalizing coefficients such that

$$\frac{V_n - n \mu_z}{B_{V,n}} \overset{d}{\to} G_{\alpha_V} \quad \text{as} \quad n \to \infty$$

(2.30)

$$\frac{U_n - n \mu_w}{B_{U,n}} \overset{d}{\to} G_{\alpha_U} \quad \text{as} \quad n \to \infty,$$

(2.31)

where $G_{\alpha_V}$ and $G_{\alpha_U}$ are (random variables distributed according to) stable laws with indices $\alpha_V$ and $\alpha_U$, respectively, such that $1 < \alpha_V < \alpha_U \leq 2$. Then

$$\frac{V_{T(t)} - \mu_z t}{B_V(\frac{t}{\mu_w})} \overset{d}{\to} G_{\alpha_V} \quad \text{as} \quad t \to \infty,$$

(2.32)

where $B_V(y) = B_{V,[y]}$ for $y > 0$.

**Sketch of Proof.** The first step to verify (cf. (2.16)) is that

$$\frac{\mu_w V_n - \mu_z U_n}{\mu_w B_{V,n}} \overset{d}{\to} G_{\alpha_V} \quad \text{as} \quad n \to \infty.$$  (2.33)

To this end we note that the sequences $\{B_{V,n}, n \geq 1\}$ and $\{B_{U,n}, n \geq 1\}$ vary regularly with exponents $1/\alpha_V$ and $1/\alpha_U$, respectively, that is

$$B_{V,n} = n^{1/\alpha_V} L_V(n) \quad \text{and} \quad B_{U,n} = n^{1/\alpha_U} L_U(n) \quad \text{as} \quad n \to \infty$$

(2.34)

where $L_U$ and $L_V$ are slowly varying (see Feller (1971), Chapter IX.8 or Gut (2007), Section 9.3).

Since $\alpha_V < \alpha_U$ it follows that

$$\frac{B_{U,n}}{B_{V,n}} \to 0 \quad \text{as} \quad n \to \infty,$$

(2.35)

which, together with (2.31), shows that

$$\frac{U_n - n \mu_w}{B_{V,n}} = \frac{U_n - n \mu_w}{B_{U,n}} \cdot \frac{B_{U,n}}{B_{V,n}} \overset{p}{\to} 0 \quad \text{as} \quad n \to \infty.$$  (2.36)

By combining this with (2.30) and Cramér’s theorem we obtain (2.33). The remainder follows essentially as before. □
Remark 2.5. One case covered by Theorem 2.6 is when (2.30) holds and when \( \text{Var} W_1 = \sigma_w^2 < \infty \) and \( 1 < \alpha V < 2 \).

Remark 2.6. Another proof of Theorem 2.6 is obtained by using Theorem 1.3.2 to conclude that

\[
\frac{V_\tau(t) - \tau(t) \cdot \mu_z}{B_{\nu}(\frac{t}{\mu_w})} \xrightarrow{d} G_{\alpha V} \quad \text{as} \quad t \to \infty. \tag{2.37}
\]

Now,

\[
V_\tau(t) - \frac{\mu_z}{\mu_w} t = V_\tau(t) - \tau(t) \mu_z + \mu_z \left( \tau(t) - \frac{t}{\mu_w} \right). \tag{2.38}
\]

Since, by Theorem 3.5.2,

\[
\frac{\tau(t) - t/\mu_w}{\frac{1}{\mu_w} B_U(\frac{t}{\mu_w})} \xrightarrow{d} -G_{\alpha U} \quad \text{as} \quad t \to \infty \tag{2.39}
\]

we find (recall (2.35)) that

\[
\frac{\tau(t) - t/\mu_w}{B_{\nu}(\frac{t}{\mu_w})} \xrightarrow{p} 0 \quad \text{as} \quad t \to \infty, \tag{2.40}
\]

which, together with (2.37) and (2.38), proves (2.32).

Remark 2.7. Reviewing the proofs we observe that the theorem remains true if (2.31) is replaced by the assumption that \( E|W_1|^r < \infty \) for some \( r > \alpha V \).

By using Theorem 1.9.1 (and Lemma 3.11.1) with the above methods the following result, due to Gut (1985), is obtained.

**Theorem 2.7 (The Law of the Iterated Logarithm).** Suppose that the variances are finite and that \( \gamma^2 \) as defined by (2.15) is positive. Then

\[
C \left( \left\{ \frac{V_\tau(t) - \frac{\mu_z}{\mu_w} t}{\sqrt{2\mu_w^3 \gamma^2 t \log \log t}}, t \geq 3 \right\} \right) = [-1, 1] \quad \text{a.s.} \tag{2.41}
\]

In particular,

\[
\limsup_{t \to \infty} \left( \liminf_{t \to \infty} \frac{V_\tau(t) - \frac{\mu_z}{\mu_w} t}{\sqrt{2\gamma^2 t \log \log t}} \right) = \begin{cases} + & \frac{\gamma}{\mu_w^{3/2}} \quad \text{a.s.} \end{cases} \tag{2.42}
\]

Finally, if we replace \( \{Z_k, k \geq 1\} \) above by vector valued random variables

\[
\{(Z_k^{(1)}, Z_k^{(2)}, \ldots, Z_k^{(d)}), k \geq 1\} \quad \text{for some} \quad d \geq 2 \tag{2.43}
\]
we can use the Cramér–Wold device (see e.g. Billingsley (1968), Theorem 7.7) and Theorem 2.3(i) applied to the i.i.d. random variables
\[
\left\{ \left(W_k, \sum_{i=1}^d a_i Z_k^{(i)} \right), k \geq 1 \right\},
\]
where \(\{a_i, 1 \leq i \leq d\}\) are arbitrary real numbers, to establish a multidimensional analogue of Theorem 2.3(i).

For the special case \(d = 2\) and \((Z_k^{(1)}, Z_k^{(2)}) = (Z_k, 1), k \geq 1\), we find that the limit distribution of \((V_{\tau(t)}, \tau(t))\) is jointly Gaussian as follows.

**Theorem 2.8.** Under the assumptions of Theorem 2.3, \((V_{\tau(t)}, \tau(t))\) is asymptotically normal as \(t \to \infty\) with asymptotic mean
\[
\left( \frac{\mu_z}{\mu_w}, \frac{1}{\mu_w} \right) t
\]
and asymptotic covariance matrix given by
\[
\begin{pmatrix}
\sigma_{11} & \sigma_{12} \\
\sigma_{21} & \sigma_{22}
\end{pmatrix} t,
\]
where \(\sigma_{11} = \gamma_1^2 / \mu_w^3 = (\mu_z^2 \sigma_w^2 + \mu_w^2 \sigma_z^2 - 2 \mu_w \mu_z \text{Cov}(W_1, Z_1)) / \mu_w^3\), \(\sigma_{12} = \sigma_{21} = (\mu_z \sigma_w^2 - \mu_w \text{Cov}(W_1, Z_1)) / \mu_w^3\), and \(\sigma_{22} = \sigma_w^2 / \mu_w^3\).

**Some Remarks**

2.8. It is also possible to prove results about complete convergence and convergence rates (cf. Sections 1.10 and 3.12). We leave the formulations and the proofs to the reader.

2.9. Define the (counting) process
\[
M(t) = \max\{n: U_n \leq t\} \quad (t \geq 0).
\]

In the proofs of Theorems 2.1(i), 2.2(i), 2.3(i), 2.5, 2.6, 2.7 and 2.8 we used results from Chapter 1 which did not require the random indices to be a family of stopping times. Therefore, these theorems also hold for \(\{V_{M(t)}, t \geq 0\}\).

2.10. For renewal processes the counting variable and the first passage time differ by unity (formula (2.3.11)). Therefore, if we assume that \(\{U_n, n \geq 0\}\) is a renewal process, then
\[
M(t) + 1 = \tau(t)
\]
and
\[
V_{\tau(t)} = V_{M(t)} + Z_{\tau(t)}.
\]
Since \( \{Z_{\tau(t)}, t \geq 1\} \) is taken care of by Theorem 1.8.1 it follows that:

If, in addition, \( \{U_n, n \geq 0\} \) is a renewal process, then all results in this section, except Theorem 2.4, also hold for \( \{V_{M(t)}, t \geq 0\} \).

As for Theorem 2.4, the same arguments show that parts (ii) and (iii) also hold for \( \{V_{M(t)}, t \geq 0\} \). Furthermore, since \( EZ_{\tau(t)} \neq 0 \) in general, it follows that \((i')\) does not necessarily hold.

Finally, it turns out that (i) remains valid, because \( EZ_{\tau(t)} = O(1) \) as \( t \to \infty \). In fact, by using the key renewal theorem (Theorem 2.4.3) and arguments like in the proof of Theorem 2.6.2 one can show (personal communication by Svante Janson) that

\[
EZ_{\tau(t)} \to \frac{EW_1Z_1}{EW_1} \quad \text{as} \quad t \to \infty,
\]

since, by assumption, \( E|W_1Z_1| < \infty \).

### 4.3 Some Applications

In spite of its simplicity the model discussed in the previous section is applicable in a variety of situations. In this section we describe some of these applications.

#### 4.3.1 Chromatographic Methods

Chromatographic methods are of great importance in chemistry, biology, medicine, biotechnology etc., where they are employed for separation of mixtures of compounds either for analysis or for purification.

The basic for chromatographic separation is the distribution of a sample of molecules between two phases; one which is stationary and has a large surface and one which is mobile (liquid or gas) and percolates through the stationary bed. The sample is injected onto the column and is transported along the column by the moving phase. The sample spends part of the time sorbed in (attached to) the stationary phase, i.e. there is a reversible process transferring the molecules between the phases. The separation of compounds is caused by their different times spent in the phases. The molecules spread during their travel along the column and the compounds appear as zones (or bands). This zone-spreading originates from multiple paths taken by the molecules during their passage through the column packing, molecular diffusion and mass transfer (reversible transfer of molecules) between the phases.

In the following we shall only consider the zone-spreading due to mass-transfer. For further details, see Gut and Ahlberg (1981), Section 5.
The basis for the stochastic model then is that the chromatographic process is viewed as a series of sorptions and desorptions as the particle travels along the column, such that the probability of a particle changing phase during a short time interval is essentially proportional to the time interval, the proportionality constant being the transition rate constant, and that the motions of a molecule during different time intervals are independent. We are thus led to define a two-state Markov process (or a birth and death process with two states).

Let \( \{X_k, k \geq 1\} \) denote the successive times a molecule spends in the mobile (stationary) phase. It follows from the model assumptions that these times have exponential distributions (with mean \( \mu^{-1} \) (and \( \lambda^{-1} \), say). Further,

\[
T_n = X_1 + Y_1 + X_2 + Y_2 + \cdots + X_n + Y_n
\]

(3.1)
denotes the time that has elapsed when a molecule has been \( n \) times in each phase. By assuming that the longitudinal velocity in the mobile phase is constant, \( v \), it follows that

\[ v \cdot S_n = v(X_1 + \cdots + X_n) \]

(3.2)
denotes the longitudinal distance the molecule has travelled at time \( T_n \).

We now define the first passage time processes

\[
\tau(t) = \min\{n: T_n > t\} \quad (t > 0)
\]

(3.3)
and

\[
\nu(L) = \min\{n: v \cdot S_n > L\} \quad (L > 0).
\]

(3.4)
This means that

\( \tau(t) \) becomes the number of visits into each phase made by a molecule in order to pass beyond time \( t \),

and that

\[ v \cdot S_{\tau(t)} \]
equals the longitudinal distance a molecule has travelled when it has been \( \tau(t) \) times in each phase.

Similarly, \( \nu(L) \) equals the number of visits a molecule makes into the mobile phase in order to travel the fixed distance, \( L \), e.g. the length of the column.

Let \( \alpha(t) \) be the amount of time spent in the mobile phase during the time interval \([0, t]\). If we can show that \( S_{\tau(t)} \) and \( \alpha(t) \) are “close” for large values of \( t \), then \( S_{\tau(t)} \) can be viewed as the time spent in the mobile phase during the time interval \([0, t]\) and hence

\[ v \cdot S_{\tau(t)} \]
can be viewed as the longitudinal distance a molecule has travelled during the time interval \([0, t]\).

(3.5)
Similarly for \( T_{\nu(L)} \).
Let us now interpret this problem in the context of Section 4.2. To this end we set

\[ W_k = X_k + Y_k \quad \text{and} \quad Z_k = v \cdot X_k \quad (k \geq 1). \]  

(3.6)

Then \( U_n = \sum_{k=1}^{n} W_k \) is the same as \( T_n \) in (3.1), \( V_n = \sum_{k=1}^{n} Z_k \) is the same as \( v \cdot S_n \) in (3.2) and \( \tau(t) \) as defined in Section 4.2 corresponds to \( \tau(t) \) given by (3.3).

In our particular case, when the distributions of \( \{X_k, k \geq 1\} \) and \( \{Y_k, k \geq 1\} \) are exponential (see above) the results from Section 4.2 apply. We obtain, for example, \( (\mu_w = \mu^{-1} + \lambda^{-1}, \mu_z = v \cdot \mu^{-1} \text{ etc.}) \) that

\[ v \cdot S_{\tau(t)} \]  is asymptotically normal with mean \( v \lambda t / (\lambda + \mu) \)  

and variance \( 2 \lambda \mu v^2 t / (\lambda + \mu)^3 \) as \( t \to \infty. \)  

(3.7)

Since

\[ 0 \leq S_{\tau(t)} - \alpha(t) \leq T_{\tau(t)} - t \]  

(3.8)

if follows from Theorem 3.10.2 that

\[ \frac{S_{\tau(t)} - \alpha(t)}{\sqrt{t}} \to 0 \quad \text{in probability and } L^2 \quad \text{as } t \to \infty, \]  

(3.9)

and consequently, from (3.7), (3.9) and Cramér’s theorem, that \( v \cdot \alpha(t) \) has the same asymptotic distribution as \( v \cdot S_{\tau(t)} \), that is

\[ \frac{v \cdot \alpha(t) - \frac{v \lambda t}{\lambda + \mu}}{\sqrt{\frac{2 \lambda \mu v^2 t}{(\lambda + \mu)^3}}} \xrightarrow{d} N(0,1) \quad \text{as } t \to \infty. \]  

(3.10)

We have thus obtained the asymptotic distribution for the longitudinal distance travelled by a molecule at time \( t. \)

Similarly one can show that

\[ T_{\nu(L)} \]  is asymptotically normal with mean \( (\lambda + \mu)L/\lambda v \)  

and variance \( 2 \mu L / \lambda^2 v \) as \( L \to \infty, \)  

(3.11)

which thus yields the asymptotic normality for the time required by a molecule to travel the longitudinal distance \( L, \) which typically may be the elution time (the time that has elapsed when the peak has travelled the length of the column).

In order to measure the efficiency of the column one is interested in obtaining the width of the concentration profile, which is defined as “4σ”, where \( \sigma^2 \) is the variance of the (Gaussian) distribution which describes the profile. In particular, the width at elution time is of interest.

In view of the results above it follows that the width of the concentration profile when the peak is eluted is

\[ 4 \sqrt{\text{Var} (v \cdot S_{\tau((\lambda v)^{-1}(\lambda + \mu)L)})} = 4 \sqrt{\frac{2 v \mu}{(\lambda + \mu)^2} L + o(\sqrt{L})} \quad \text{as } L \to \infty. \]  

(3.12)
Remark 3.1. Since the distributions of the times the molecules spend during their visits into each phase are exponential it is also possible to make direct computations as follows. Let 1 and 0 denote the mobile and stationary phases respectively and let \( \{X(t), t \geq 0\} \) be the associated two-state birth and death process. We have \( X(0) = 1 \) and

\[
P_1(X(t) = 1) = \frac{\lambda}{\lambda + \mu} + \frac{\mu}{\lambda + \mu} e^{-(\lambda + \mu)t} \quad (t \geq 0). \tag{3.13}
\]

Since

\[
\alpha(t) = \int_0^t I\{X(s) = 1\} ds \tag{3.14}
\]

we have, for example,

\[
E\alpha(t) = E \int_0^1 I\{X(s) = 1\} ds = \int_0^t P(X(s) = 1) ds
= \frac{\lambda t}{\lambda + \mu} + \frac{\mu}{(\lambda + \mu)^2} (1 - e^{-(\lambda + \mu)t}),
\]

that is,

\[
E(v \cdot \alpha(t)) = \frac{\lambda vt}{\lambda + \mu} + \frac{\mu v}{(\lambda + \mu)^2} (1 - e^{-(\lambda + \mu)t}) \sim \frac{\lambda vt}{\lambda + \mu} \quad \text{as} \quad t \to \infty \tag{3.15}
\]

as expected. Here, however, we have an exact expression for all \( t \geq 0 \).

4.3.2 Motion of Water in a River

The river is assumed to consist of two layers, such that the longitudinal velocity is constant in the upper layer and 0 in the lower layer. A particle moves back and forth between the two layers in a random way, the randomness being governed by Poisson (exponential) laws.

By interpreting the upper layer as a “mobile phase” and the lower layer as a “stationary phase” it is easy to see how quantities such as “the longitudinal distance a particle travels during the time interval \([0, t]\)” and “the time it takes a particle to travel a prescribed distance” (e.g. the distance between two lakes) can be defined; see Kaijser (1971).

4.3.3 The Alternating Renewal Process

The applications above are related in that we in both cases consider a stochastic process with two states, where the transitions occur at the random time points

\[
X_1, X_1 + Y_1, X_1 + Y_1 + X_2, X_1 + Y_1 + X_2 + Y_2, \ldots, \tag{3.16}
\]
where \( \{X_k, k \geq 1\} \) and \( \{Y_k, k \geq 1\} \) are two independent sequences of i.i.d. random variables. The sequence (3.16) is sometimes called an alternating renewal process. Moreover, in both cases the object of interest is \( L(t) \), the time spent in one of the states during the time interval \([0, t]\).

In the setting of 4.3.1 \( L(t) \) here corresponds to \( \alpha(t) \) there and the statement corresponding to (3.7) and (3.10) is
\[
\frac{L(t) - \mu_x t}{\sqrt{\frac{\mu_x^2 \sigma_x^2 + \mu_y^2 \sigma_y^2}{(\mu_x + \mu_y)^2} t}} \xrightarrow{d} N(0, 1) \quad \text{as} \quad t \to \infty,
\]
where \( \mu_x = EX_1, \mu_y = EY_1, \sigma_x^2 = \text{Var} X_1 \) and \( \sigma_y^2 = \text{Var} Y_1 \).

This problem has earlier been studied by a number of authors, see e.g. Takács (1957), Rényi (1957), Plucińska (1962), Cox and Miller (1965), Barlow and Proschan (1965) and Gnedenko et al. (1969), who all deal with the problem directly, using the inherent structure. In Gut and Janson (1983) the problem is viewed as a special application of the results in Section 4.2 (cf. (3.6) and the following arguments).

Remark 3.2. For a corresponding generalization of (3.11) we refer to Gut and Janson (1983), Theorem 2 and Gnedenko et al. (1969).

4.3.4 Cryptomachines

A cryptomachine contains a number of (electronic) wheels. Before the coding begins one rotates the wheels into a random start position, which is a procedure one would like to automatize. Thus, the first wheel is rotated with constant velocity during a random period of time (which is determined by a noise generator). When the wheel stops, the second wheel starts etc. When the last wheel stops, the first starts again etc. The procedure is terminated after a fixed time, \( t \).

In order to determine “how randomly” the wheels have been placed one needs the expected value and the variance for the time a particular wheel has rotated during the time interval \([0, t]\).

It is by now clear how one can obtain the desired result. In fact, let \( Z_k^{(i)} \) be the duration of the \( k \)-th rotation of the \( i \)-th wheel, and let \( W_k = Z_k^{(1)} + \cdots + Z_k^{(d)} \), where \( d \) is the number of wheels. Theorem 2.8 then yields a jointly asymptotically normal distribution for the times the different wheels have rotated.

4.3.5 Age Replacement Policies

Consider the situation in renewal theory, in which a specific component of a machine has a given lifetime distribution (see Example 2.2.1). As soon as a component dies, it is immediately replaced by a new, identical one, the lifetime
of which is independent of the previous one and with the same distribution. An age replacement policy (see Barlow and Proschan (1965), Chapter 3; in particular Section 3) means that units are replaced at failure or after a fixed time, \( a \), say, after its installation. The problem is to determine, for example, the number of replacements due to failure during the time period \([0,t]\). For some estimates of the expected number of replacements due to failure, see e.g. Barlow and Proschan (1965), Chapter 3.

By defining \( \{X_k, k \geq 1\} \) to be the lifetimes of the components and by putting
\[
W_k = \min\{X_k, a\} \quad \text{and} \quad Z_k = I\{X_k \leq a\},
\]
(3.18) \( \tau(t) \) becomes the number of replacements in \([0,t]\), \( V_{\tau(t)} \) becomes the number of replacements due to failure in \([0,t]\) and the results in Section 4.2 can be used to describe the asymptotic behavior of \( V_{\tau(t)} \) as \( t \to \infty \).

Let \( F \) be the distribution function of the lifetimes. Then
\[
\mu_w = \int_0^a x dF(x) + a(1 - F(a)),
\]
\[
\sigma^2_w = \int_0^a x^2 dF(x) + a^2(1 - F(a)) - (\mu_w)^2,
\]
\[
\mu_z = F(a) \quad \text{and} \quad \sigma^2_z = F(a)(1 - F(a)),
\]
\[
\text{Cov}(W_1, Z_1) = (1 - F(a)) \left( \int_0^a x dF(x) - aF(a) \right),
\]
\[
\gamma^2 = (F(a))^2 \cdot \int_0^a x^2 dF(x) - F(a) \left( \int_0^a x dF(x) \right)^2 + a^2 F(a)(1 - F(a)),
\]
and it follows from Theorem 2.3(i) that \( V_{\tau(t)} \) is asymptotically normal with mean \((\mu_z/\mu_w)t\) and variance \((\gamma^2/\mu_z^3)t\) as \( t \to \infty \).

If, in particular, \( F(x) = 1 - e^{-x/\theta} \), \( x > 0 \), an elementary computation shows that
\[
\mu_w = \theta(1 - e^{-a/\theta}) \quad \text{and} \quad \sigma^2_w = \theta^2(1 - e^{-2a/\theta}) - 2a\theta e^{-a/\theta},
\]
\[
\mu_z = 1 - e^{-a/\theta} \quad \text{and} \quad \sigma^2_z = (1 - e^{-a/\theta})e^{-a/\theta},
\]
\[
\text{Cov}(W_1, Z_1) = \theta e^{-a/\theta}(1 - e^{-a/\theta}) - ae^{-a/\theta} \quad \text{and} \quad \gamma^2 = \theta^2(1 - e^{-a/\theta})^3.
\]

In particular, it follows that the parameters in the asymptotic normal distribution are both equal to \( \theta^{-1} \) and thus independent of \( a \) (!) A second thought reveals the obvious fact, namely, that components with exponential lifetimes do not age and thus should only be replaced upon failure.
4.3.6 Age Replacement Policies; Cost Considerations

Barlow and Proschan (1965), Chapter 4 discuss replacement policies in terms of the average cost per unit time. The results in Section 4.2 can, however, be used to study asymptotics for the cost itself. Namely, suppose a cost $c_1$ is suffered for each replacement due to failure and a cost $c_2$ is suffered for each nonfailed component which is changed ($c_1 > c_2$). In the notation of the previous example we find that $W_k = X_k \wedge a$ is the time interval between the $(k-1)$-st and the $k$-th replacement, $Z_k = c_1 I\{X_k \leq a\} + c_2 I\{X_k > a\}$ is the cost of the $k$-th replacement and $V_{\tau(t)} = \sum_{k=1}^{\tau(t)} Z_k$ is the total cost for the replacements made in $[0,t]$. We leave the details to the reader.

4.3.7 Random Replacement Policies

Another replacement policy, called “random replacement,” is discussed in Barlow and Proschan (1965), Chapter 3. With this policy units are replaced either upon failure or after a random time, which is generated by a renewal process. Thus, let $\{X_k, k \geq 1\}$ be the lifetimes and define $\{Y_k, k \geq 1\}$ to be a sequence of random variables corresponding to planned replacement intervals. All random variables are independent and within each sequence they have the same distribution. Actual replacement then is governed by the renewal sequence $\{W_k, k \geq 1\}$, where $W_k = \min\{X_k, Y_k\}$. By defining $Z_k = I\{X_k < Y_k\}$, $\tau(t)$ becomes the number of replacements in $[0,t]$ and $V_{\tau(t)}$ becomes the number of replacements in $[0,t]$ due to failure. Again, the asymptotic behavior of $V_{\tau(t)}$ as $t \to \infty$ can be determined by the results of Section 4.2.

4.3.8 Counter Models

Particles arrive to a counter. The interarrival times are assumed to be i.i.d. random variables (typically, exponential). A particle that arrives when the counter is free is registered, but the registration causes a dead time during which no arriving particles are registered. The first particle that arrives after the expiration of the dead time is registered and causes a new dead time and so on. It is also assumed that the successive dead times are i.i.d. random variables, which, furthermore, are independent of the interarrival times. For an early treatment of counter models we refer to Pyke (1958).

For counters of type I one assumes, in addition, that particles arriving during a dead time have no effect at all.

Suppose that, at time $t = 0$, the counter is free and that a particle arrives (and, hence, is registered). We first observe that, in this model, the interregistration times are also i.i.d. random variables. Let $\{W_k, k \geq 1\}$ denote these times and define $\{U_n, n \geq 0\}$ and $\{\tau(t), t \geq 0\}$ as in Section 4.2. Then $\tau(t)$ equals the number of registered particles in $[0,t]$. 
Next, let \( \{ Z_k, k \geq 1 \} \) denote the successive dead times and let \( \{ V_n, n \geq 0 \} \) be defined as in Section 4.2. With this notation \( V_T(t) \) becomes the total dead time during \([0, t]\), for which we can use our findings in Section 4.2.

Note also that by comparing with Application 4.3.1 we can identify the dead time state with the mobile phase and the free time state with the stationary phase; that is, we have an alternating renewal process, for which we are interested in quantities like \( \alpha(t) \) defined in 4.3.1 (and \( L(t) \) defined in 4.3.3).

For counters of type II the situation is more involved in that impulses arriving during a dead time prolong the dead time. However, suppose that the dead times are constant, \( a \), say, and let \( X_1, X_2, \ldots \) denote the i.i.d. interarrival times. After the first registration further registrations occur each time an interarrival time exceeds \( a \). By applying the results form Section 4.2 with \( W_k = X_k \) and \( Z_k = I \{ X_k > a \} \) asymptotics for the number of registered particles in \([0, t] \) (= \( V_T(t) \)) can be obtained.

4.3.9 Insurance Risk Theory

Consider an insurance company whose business runs as follows:

(i) Claims arrive at random time points in such a way that the times \( \{ W_k, k \geq 1 \} \) between successive claims are i.i.d. positive random variables, that is, the epochs of claims form a renewal process (typically a Poisson process).

(ii) The amounts \( \{ Z_k, k \geq 1 \} \) of the successive claims are i.i.d. random variables.

(iii) The company receives premiums from its policyholders at a constant rate \( \beta \) (called the gross risk premium rate).

(iv) The initial capital (risk reserve) is \( u \).

The main objects of interest are \( R(t) = \) the risk reserve at time \( t \), and the probability of ruin (before time \( t \)).


Set \( U_n = \sum_{k=1}^{n} W_k \) and \( V_n = \sum_{k=1}^{n}, n \geq 0, \) and define

\[
M(t) = \max \{ n: U_n \leq t \} \quad (t \geq 0),
\]

that is,

\[
M(t) = \text{the number of claims in } [0, t]
\]

and

\[
V_{M(t)} = \text{the total amount claimed in } [0, t].
\]

We thus observe that the amount claimed in \([0, t]\) is expressed in such a way that the results from Section 4.2 apply (see Remark 2.10).
It follows that the risk reserve at time $t$ is

$$R(t) = u + \beta t - V_{M(t)}$$

(3.22)

and thus, for example, that

$$\frac{R(t) - u - (\beta - \frac{\mu_w}{\mu}) t}{\sqrt{\gamma^2 \mu_w^{-3} t}} \xrightarrow{d} N(0, 1) \quad \text{as} \quad t \to \infty,$$

(3.23)

where $\mu_z, \mu_w$ and $\gamma^2$ are defined as in Section 4.2.

### 4.3.10 The Queueing System M/G/1

Consider the M/G/1 queueing system. Customers arrive according to a Poisson process with parameter $\lambda$ ($0 < \lambda < \infty$). The interarrival times $\{W_k, k \geq 1\}$ are thus i.i.d. exponential with expectation $\lambda^{-1}$. Further, let $\{Z_k, k \geq 1\}$ be the i.i.d. service times. Set

$$M(t) = \max \left\{ n: \sum_{k=1}^{n} W_k \leq t \right\} \quad (t \geq 0).$$

(3.24)

Then $V_{M(t)} = Z_1 + \cdots + Z_{M(t)}$ equals the amount of service time required to serve all customers arriving in $[0, t]$ (see Prabhu (1980), p. 67).

Moreover, if $\{X_k, k \geq 1\}$ are the busy periods and $\{Y_k, k \geq 0\}$ are the idle periods, where $Y_k$ follows $X_k$, we can obtain results like (3.17) for the total busy (idle) time during $[0, t]$.

### 4.3.11 The Waiting Time in a Roulette Game

The point of departure for Gut and Holst (1984) was the following roulette problem presented in Statistica Neerlandica (1982), Problem 127 (see also Statistica Neerlandica (1983)):

On a symmetric roulette with the numbers $0, 1, 2, \ldots, m - 1$ one plays until all numbers $1, 2, \ldots, k$ have appeared once in such a way that no 0 has appeared. If 0 appears before $1, 2, \ldots, k$ all have appeared the procedure starts again from the beginning. Show that the expected duration of the game is $k \cdot m$ and find its probability generating function.

Following is a mathematically more convenient problem for the case $k = m - 1$:

What is the total number of performances required to obtain each of the numbers $0, 1, 2, \ldots, m - 1$ at least once in such a way that the last “new” number to appear is 0? Again, if 0 appears “too early” the procedure starts from the beginning.

Let us now see that the total number of performances in the second version of the problem can be described as a stopped sum of the kind discussed in Section 4.2.
After each performance of the experiment we can divide the sequence of outcomes into a (random) number of cycles, where the first cycle contains the outcomes until the first 0 appears, the second cycle contains the outcomes between the first 0 and up to and including the second 0 etc., i.e. the $n$-th cycle contains the outcomes between the $(n-1)$-st and $n$-th occurrence of 0 (in the (…] sense).

Let us define $\{(W_n, Z_n), n \geq 1\}$ so that $Z_n$ equals the length of the $n$-th cycle and $W_n$ equals 1 if the $n$-th cycle (which ends with a 0) contains each of the numbers $0, 1, 2, \ldots, m-1$ at least once (and 0 exactly once) and $W_n$ equals 0 otherwise.

Since the occurrence of a 0 is a recurrent phenomenon (cf. Feller (1968), Chapter XIII) it follows that $\{(W_n, Z_n), n \geq 1\}$ are i.i.d. two-dimensional random variables. Furthermore, it is easy to see that

$$P(Z_1 = i) = m^{-1}(1 - m^{-1})^{i-1} \quad (i \geq 1) \quad (3.25)$$

and that

$$P(W_1 = 1) = 1 - P(W_1 = 0) = m^{-1} \quad (3.26)$$

Set $V_n = \sum_{j=1}^n Z_j$, $n \geq 0$, and define the stopping time

$$\tau = \min\{n: W_n = 1\} \quad (3.27)$$

Then $V_\tau$ is the quantity we look for.

To compare with Section 4.2 we set $U_n = \sum_{j=1}^n W_j$, $n \geq 0$, and observe that

$$\tau = \min\{n: U_n = 1\} = \min\{n: U_n > 0\}, \quad (3.28)$$

since $W_\tau = U_\tau = 1$ a.s. We also have

$$P(\tau = i) = m^{-1}(1 - m^{-1})^{i-1} \quad (i \geq 1). \quad (3.29)$$

It follows, for example, by using Theorem 1.5.3 that

$$EV_\tau = E\tau \cdot EZ_1 = m \cdot m. \quad (3.30)$$

Note, however, that there is a difference between the two formulations of the problem in that the final geometric number of performances required to obtain the very last 0 is included in the second formulation but not in the first one, that is, the expected value of the sought quantity is

$$m^2 - m = m(m - 1). \quad (3.31)$$

For further results and generalizations, see Gut and Holst (1984), where also nonsymmetric roulettes are considered.
4.3.12 A Curious (?) Problem

Let \( \{X_k, k \geq 1\} \) be independent random variables, uniformly distributed on [0,1]. How many \( X \) values are greater than 1/2 when the sum of all of them reaches \( t \)? How many of them are smaller than 1/2?

By symmetry the obvious guess is “half of them” in both cases and this is true in the sense that the expected number of each kind is approximately \( t \) as \( t \to \infty \). However, the asymptotic variances are not the same.

Set, for \( k \geq 1 \), \( W_k = X_k \), \( Z_k = I\{X_k > 1/2\} \) and let \( U_n \) and \( V_n \) be as always. If \( \tau(t) = \min\{n: U_n > t\}, \ t \geq 0 \), Theorem 2.3(i) shows that

The number of \( X \) values greater than 1/2 is asymptotically normal with mean \( t \) and variance \( t/6 \) as \( t \to \infty \). (3.32)

If, on the other hand, \( Z_k = I\{X_k < 1/2\} \) it follows that

The number of \( X \) values smaller than 1/2 is asymptotically normal with mean \( t \) and variance \( 7t/6 \) as \( t \to \infty \). (3.33)

An intuitive explanation of the fact that the asymptotic variances are not the same is the following. If there happen to be “too many” or “too few” small values, this does not influence the total sum so much, whereas too many or too few large values do.

The following extreme variation of this problem, suggested by David Heath, explains this phenomenon more stringently.

Suppose that, instead of being uniformly distributed, \( X_k, k \geq 1 \), are i.i.d. random variables such that \( P(X_1 = 1) = p \) and \( P(X_1 = 0) = q = 1 - p \); we thus only have “large” and “small” values. In this case the sum is determined by the number of ones; the zeroes do not contribute.

Set, for \( k \geq 1 \), \( W_k = X_k \) and \( Z_k = I\{X_k > 1/2\} = I\{X_k = 1\} \). Then \( \tau(t) \) has a Negative Binomial distribution with mean \( ([t] + 1)/p \) and variance \( ([t] + 1)q/p^2 \) and \( V_{\tau(t)} = [t] + 1 \) a.s., in particular, \( \text{Var}(V_{\tau(t)}) = 0 \).

If, on the other hand, we set \( W_k = X_k \) and \( Z_k = I\{X_k < 1/2\} = I\{X_k = 0\}, \ k \geq 1 \), then \( V_{\tau(t)} = \tau(t) - ([t] + 1) \) (with \( \tau(t) \) as above); in particular, \( V_{\tau(t)} \) is asymptotically normal with mean \( ([t] + 1)q/p \) and variance \( ([t] + 1)q/p^2 \) as \( t \to \infty \).

4.4 The Maximum of a Random Walk with Positive Drift

In Chapter 3 we studied the behavior of random walks with positive drift in terms of first passage times across horizontal barriers; we studied the random walk when it reaches the level \( t \), how close to \( t \) it is at that moment and, to some extent, when it leaves \( t \) on its way to infinity. Here we shall investigate
another quantity which describes how random walks drift towards infinity, namely, the sequence of partial maxima.

For convenience we recall the notations and definitions from before.

Thus, \( \{S_n, n \geq 0\} \) is a random walk with positive drift, that is, \( S_0 = 0 \), \( S_n = \sum_{k=1}^{n} X_k, \ n \geq 1 \), and \( S_n \xrightarrow{a.s.} +\infty \) as \( n \to \infty \). We assume, in addition, unless otherwise stated, that \( \mu = E X_1 > 0 \) (see Section 2.8). The sequence of partial maxima \( \{M_n, n \geq 0\} \) is defined by

\[
M_n = \max\{0, S_1, \ldots, S_n\} \tag{4.1}
\]

(Section 2.10). Some general results about \( \{M_n, n \geq 0\} \) have already been obtained in Section 2.12 (also for the case \( EX_1 \leq 0 \)).

Similarly, the sequence of partial minima \( \{m_n, n \geq 0\} \), is defined by

\[
m_n = \min\{0, S_1, \ldots, S_n\}. \tag{4.2}
\]

The reason for putting this more thorough investigation of the partial maxima here is that several of the theorems to follow are immediate consequences of the results obtained in Section 4.2. In order to see this we shall show that the representation obtained in Lemma 2.11.1 is of the appropriate kind. To make the section more self contained we begin by recalling this lemma.

**Lemma 4.1.** Let \( N(n), \ n \geq 1 \), denote the number of ladder epochs in \([0, n]\], that is,

\[
N(n) = \max\{k: T_k \leq n\}. \tag{4.3}
\]

Then

\[
M_n = Y_{N(n)} = Z_1 + \cdots + Z_{N(n)}. \tag{4.4}
\]

Recall from Section 2.11 that the sequence \( \{N(n), n \geq 1\} \) is the counting process of the renewal process \( \{T_n, n \geq 0\} \) (the ladder epoch process) and that therefore the results obtained for counting processes in Chapter 2 apply to \( \{N(n), n \geq 1\} \). Moreover, (recall Section 3.2) the ladder height increments, \( \{Z_k, k \geq 1\} \) are i.i.d. positive random variables, which, in view of Theorem 3.3.1, have positive, finite mean. The representation (4.4) of \( M_n \) is therefore of precisely the kind discussed in Chapter 1. We note, however, that \( N(n) \) is not a stopping time.

Now, define the sequence \( \{\mathcal{F}_n, n \geq 1\} \) of increasing sub-\( \sigma \)-algebras as follows. Let

\[
\mathcal{F}_n = \sigma\{(N_k, Z_k), 1 \leq k \leq n\} = \sigma\{(T_k, Y_k), 1 \leq k \leq n\} \tag{4.5}
\]

and set \( \mathcal{F}_0 = \{\emptyset, \Omega\} \) and \( T_0 = Y_0 = 0 \).

A further consequence of the fact that the ladder epochs \( \{T_n, n \geq 0\} \) form a renewal process is that

\[
\nu_T(n) = \min\{k: T_k > n\} = N(n) + 1 \quad (n \geq 1). \tag{4.6}
\]
Since \((N_k, Z_k), k \geq 1\) are i.i.d. random variables (recall Section 2.9), a comparison with Section 4.2 shows that, if we set
\[
Y_{\nu \tau}(n) = Z_1 + \cdots + Z_{\nu \tau(n)} \quad (n \geq 1),
\]
then \(\{Y_{\nu \tau(n)}, n \geq 1\}\) is mathematically precisely an example (in discrete time) of the stopped sums \(\{V_{\tau(t)}, t \geq 0\}\) discussed there. Moreover, since the sequence \(\{T_n, n \geq 0\}\) is a renewal process, it follows, in view of Remark 2.10, that all results from Section 4.2 are applicable to \(\{Y_{N(n)}, n \geq 1\}\).

We also recall from Section 2.11 that Lemma 4.1 is useful for studying the “pathwise” behavior of \(\{M_n, n \geq 0\}\) and that Lemma 2.11.2, which we quote next, frequently is more convenient for proving “weak” (distributional) results, since it was a statement about equality in distribution.

**Lemma 4.2.** We have
\[
(M_n, M_n - S_n) \overset{d}{=} (S_n - m_n, -m_n),
\]
in particular,
\[
M_n \overset{d}{=} S_n - m_n.
\]

The idea now is that, since \(EX_1 > 0, M_n\) and \(S_n\) should be close in some sense, so that \(M_n\) should obey the same limit law as \(S_n\). Now, since \(m_n \overset{a.s.}{\rightarrow} m\) as \(n \rightarrow \infty\), where \(m\) is finite a.s. (Theorem 2.10.1(i)) it follows, from Lemma 4.2, that, asymptotically, \(M_n\) and \(S_n\) differ, in distribution, by an a.s. finite random variable and that therefore any normalization tending to infinity which yields a limit law for \(S_n\) as \(n \rightarrow \infty\) also must provide a limit law for \(M_n\) as \(n \rightarrow \infty\). (This was, actually, how the proof of Theorem 2.12.3 worked.)

We are now ready to state our results.

**Theorem 4.1 (The Strong Law of Large Numbers).**

We have
\[
(i) \quad \frac{M_n}{n} \overset{a.s.}{\rightarrow} \mu \quad as \quad n \rightarrow \infty.
\]

Moreover, if \(E|X_1|^r < \infty\) for some \(r \geq 1\), then
\[
(ii) \quad \left\{ \left(\frac{M_n}{n}\right)^r, n \geq 1 \right\} \quad \text{is uniformly integrable;}
\]
\[
(iii) \quad E\left(\frac{M_n}{n}\right)^p \rightarrow \mu^p \quad as \quad n \rightarrow \infty \quad \text{for all} \quad p, 0 < p \leq r.
\]
Theorem 4.2. Let \( 1 \leq r < 2 \) and suppose that \( E|X_1|^r < \infty \). Then

(i) \[ \frac{M_n - n\mu}{n^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad n \to \infty; \]

(ii) \[ \left\{ \left| \frac{M_n - n\mu}{n^{1/r}} \right|^r, n \geq 1 \right\} \text{ is uniformly integrable}; \]

(iii) \[ E \left| \frac{M_n - n\mu}{n^{1/r}} \right|^r \to 0 \quad \text{as} \quad n \to \infty. \]

Theorem 4.3 (The Central Limit Theorem). Suppose that \( \text{Var} X_1 = \sigma^2 < \infty \). Then

(i) \[ \frac{M_n - n\mu}{\sigma \sqrt{n}} \xrightarrow{d} N(0,1) \quad \text{as} \quad n \to \infty. \]

Moreover, if \( E|X_1|^r < \infty \) for some \( r \geq 2 \), then

(ii) \[ \left\{ \left| \frac{M_n - n\mu}{\sqrt{n}} \right|^r, n \geq 1 \right\} \text{ is uniformly integrable}; \]

(iii) \[ E \left| \frac{M_n - n\mu}{\sqrt{n}} \right|^p \to E|Z|^p \quad \text{as} \quad n \to \infty \quad \text{for all } p, 0 < p \leq r, \]

where \( Z \) is a normal random variable with mean 0 and variance \( \sigma^2 \);

(iv) \[ E \left( \frac{M_n - n\mu}{\sqrt{n}} \right)^k \to 0 \quad \text{as} \quad n \to \infty \quad \text{for } k = \text{odd integer} \leq r. \]

In particular, if \( r = 2 \), then

(v) \[ EM_n = n\mu + o(\sqrt{n}) \quad \text{and} \quad \text{Var } M_n = n\sigma^2 + o(n) \quad \text{as} \quad n \to \infty. \]

Theorem 4.4. Suppose that \( \{B_n, n \geq 1\} \) are positive normalizing coefficients such that

\[ \frac{S_n - n\mu_\alpha}{B_n} \xrightarrow{d} G_\alpha \quad \text{as} \quad n \to \infty, \quad (4.10) \]

where \( \mu_\alpha = 0 \) when \( 0 < \alpha < 1 \) and \( \mu_\alpha = \mu \) when \( 1 < \alpha \leq 2 \) and where \( G_\alpha \) is (a random variable distributed according to) a stable law with index \( \alpha \), \( 0 < \alpha \leq 2, \alpha \neq 1 \), such that, in addition, \( G_\alpha(0) = 0 \) when \( 0 < \alpha < 1 \). Then

\[ \frac{M_n - n\mu_\alpha}{B_n} \xrightarrow{d} G_\alpha \quad \text{as} \quad n \to \infty. \quad (4.11) \]
Theorem 4.5 (The Law of the Iterated Logarithm). Suppose that $\text{Var} X_1 = \sigma^2 < \infty$. Then
\[
C \left( \left\{ \frac{M_n - n\mu}{\sqrt{2\sigma^2 n \log \log n}}, n \geq 3 \right\} \right) = [-1, 1] \text{ a.s.} \quad (4.12)
\]
In particular,
\[
\limsup_{n \to \infty} \left( \liminf_{n \to \infty} \right) \frac{M_n - n\mu}{\sqrt{2\sigma^2 n \log \log n}} = (+) 1 \text{ a.s.} \quad (4.13)
\]

Theorem 4.6. Let $r \geq 1$, $\alpha r \geq 1$, $\alpha > 1/2$ and suppose that $E|X_1|^r < \infty$. Then
\[
\sum_{n=1}^{\infty} n^{\alpha r - 2} P(|M_n - n\mu| > n^{\alpha} \varepsilon) < \infty \quad \text{for all } \varepsilon > 0. \quad (4.14)
\]

Theorem 4.7. Suppose that $\text{Var} X_1 = \sigma^2 < \infty$. Then
\[
\sum_{n=3}^{\infty} \frac{1}{n} P(|M_n - n\mu| > \varepsilon \sqrt{n \log \log n}) < \infty \quad \text{for all } \varepsilon > \sigma \sqrt{2}. \quad (4.15)
\]

Remark 4.1. In most cases it is not too difficult to see how the various results follow. As for Theorem 4.6 and 4.7 it is not as obvious. However, the former follows, for $1/2 < \alpha \leq 1$, by applying Lemma 4.1 and, for $\alpha > 1$, by Lemma 4.2 and some additional work (which involves showing a similar result for $\{m_n, n \geq 0\}$). Theorem 4.7 follows by using Lemma 4.2.

The easiest way to prove these theorems is, however, to use the corresponding results for $\{S_n, n \geq 0\}$, together with the fact that
\[
S_n - n\mu \leq M_n - n\mu \leq \max_{0 \leq k \leq n} (S_k - k\mu) = \max_{1 \leq k \leq n} (S_n - k\mu)^+. \quad (\text{Remark 4.2})
\]

Remark 4.2. Theorems 4.1(i) and 4.2(i) are due to Heyde (1966) who treats the case $0 < r < 2$ with completely different methods. For Theorem 4.1(i) we also refer to Theorem 2.12.1 (which also covers the case $EX_1 \leq 0$). As for Theorem 4.3(i) we refer to Theorem 2.12.3 and the references given in that section. The results on moment convergence in Theorems 4.1–4.3 seem to be new. Theorem 4.4 is due to Heyde (1967b), who also used the result, together with (3.3.13), to obtain limit theorems for the first passage times studied in Chapter 3; for $1 < \alpha \leq 2$ see Theorem 3.5.2. Concerning Theorem 4.5, (4.12) has been obtained before as a special case of functional versions of the law of the iterated logarithm. Formula (4.13) has been proved directly by Chow and Hsiung (1976) (see their Corollary 2.5(ii)), who used the result, together with (3.3.13), to prove the second part of Theorem 3.11.1. Theorems 4.6 and 4.7 have been obtained earlier for the case $EX_1 = 0$, in which case there exist several results of that kind (see Section 1.10 and references mentioned there).
In view of Remark 2.10 it follows from Theorem 2.4(i) that the remainder for \( E(M_n - n\mu) \) given in Theorem 4.3(v) can be improved to \( \mathcal{O}(1) \) (when \( \text{Var} X_1 = \sigma^2 < \infty \)). We shall use Lemma 4.2 to prove the following result.

**Theorem 4.8.** We have

\[
(i) \quad EM_n = n\mu + \sum_{k=1}^{n} \frac{1}{k} E(S_k^-).
\]

Moreover, if \( \text{Var} X_1 = \sigma^2 < \infty \), then

\[
(ii) \quad EM_n = n\mu + \sum_{k=1}^{\infty} \frac{1}{k} E(S_k^-) + o(1) = n\mu + \frac{EX_1^2}{2\mu} - \frac{EY_1^2}{2\mu_H} + o(1) \quad \text{as} \quad n \to \infty.
\]

**Proof.** Since \( M_n - S_n \) and \( -m_n \) have the same distribution they have, in particular, the same expectation. Thus

\[
EM_n - n\mu = E(S_n - n\mu) - Em_n = -Em_n = \sum_{k=1}^{n} \frac{1}{k} E(S_k^-) \quad (4.16)
\]

(cf. formula (3.10.11)). This proves (i), from which (ii) follows from Theorem 3.10.7. \( \square \)

We conclude this section with some comments on \( m = \min_{n \geq 0} S_n \). Since \( EX_1 > 0 \) we know from Theorem 2.10.1 that \( m \) is a.s. finite. We also recall from Section 2.11 that \( m \) has the same distribution as a certain sum of a geometric number of i.i.d. random variables. Moreover, it is possible to show that, under certain additional assumptions, \( m \) possesses higher moments. The following result is due to Kiefer and Wolfowitz (1956), see also Janson (1986), Theorem 1.

**Theorem 4.9.** Let \( r > 0 \). Then

\[
E(X_1^{-r+1}) < \infty \iff Em^r < \infty.
\]

### 4.5 First Passage Times Across General Boundaries

In this section we generalize the results obtained in Chapter 3 in that we consider more general boundary crossings.

Let, as before, \( \{S_n, n \geq 0\} \) be a random walk with i.i.d. increments \( \{X_k, k \geq 1\} \) and suppose that \( 0 < \mu = EX_1 < \infty \).

The object of interest in this section is the family of stopping times \( \{\nu(t), t \geq 0\} \), defined by

\[
\nu(t) = \min\{n: S_n > t \cdot a(n)\}, \quad (5.1)
\]
where \( a(y), \ y \geq 0, \) is a positive, continuous function and \( a(y) = o(y) \) as \( y \to \infty. \) The typical case is \( a(y) = y^\beta \) for some \( \beta \in (0, 1) \) and the case \( a(y) \equiv 1 \) corresponds to the case treated in Chapter 3.

The family \( \{\nu(t), t \geq 0\} \) thus defined is still a family of first passage times, but more general than in Chapter 3, in that the levels to be crossed may change with time here. These, more general, first passage times are of importance in certain statistical applications. They also provide a starting point for what is sometimes called non-linear renewal theory, a topic we shall return to in Chapter 6.

We shall now derive results for \( \nu(t) \) and \( S_{\nu(t)} \) corresponding to those in Chapter 3. The basis for the material is taken from Gut (1974a), Section 3.

**Finiteness of Moments**

**Theorem 5.1.** Let \( r \geq 1. \)

(i) \[ E(X_1^-)^r < \infty \iff E(\nu(t))^r < \infty; \]

(ii) \[ E|X_1|^r < \infty \implies E(S_{\nu(t)})^r < \infty. \]

**Proof.** (i) If \( t = 0 \) there is nothing to prove (see Theorem 3.3.1), so suppose that \( t > 0. \)

First, suppose that \( E(X_1^-)^r < \infty. \) By assumption there exist \( \delta (0 < \delta < \mu) \) and \( a_0, \) such that

\[
t \cdot a(y) \leq a_0 + \delta y \quad (y \geq 0). \tag{5.2}
\]

Define

\[
\nu_*(t) = \min\{n: S_n > a_0 + \delta n\} \quad (t \geq 0). \tag{5.3}
\]

Then

\[
\nu(t) \leq \nu_*(t). \tag{5.4}
\]

But, since \( \nu_*(t) = \min\{n: \sum_{k=1}^n(X_k - \delta) > a_0\}, \) where \( E(X_1 - \delta) = \mu - \delta > 0, \) it follows from Theorem 3.3.1 that \( E(\nu_*(t))^r < \infty \) and hence, by (5.4), that \( E(\nu(t))^r < \infty \) (and, in particular, that \( \nu(t) \) is a.s. finite).

Now, suppose that \( E(\nu(t))^r < \infty \) and let \( T_1 = \min\{n: S_n > 0\} \) (recall Section 3.2). Since \( T_1 \leq \nu(t) \) we have

\[
\infty > E(\nu(t))^r \geq ET_1^r \tag{5.5}
\]

and it follows from Theorem 3.3.1 that \( E(X_1^-)^r < \infty. \)

(ii) For \( r = 1 \) we obtain from (i) and Theorem 1.5.3 that \( ES_{\nu(t)} = \mu E\nu(t) < \infty, \) so assume that \( r > 1. \)

Corresponding to (3.3.2) we now have

\[
t \cdot a(\nu(t)) < S_{\nu(t)} \leq t \cdot a(\nu(t) - 1) + X_{\nu(t)}^+ \tag{5.6}
\]
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(note that $X_{\nu(t)}$ is not necessarily positive here). By (5.2) we now obtain

$$S_{\nu(t)} \leq a_0 + \delta (\nu(t) - 1) + X_{\nu(t)} \leq a_0 + \delta \nu(t) + X^+_{\nu(t)}. \quad (5.7)$$

Finally, (5.7), together with Minkowski’s inequality (cf. e.g. Gut (2007), Theorem 3.2.6), Lemma 1.8.1 and (i), show that

$$\|S_{\nu(t)}\|_r \leq a_0 + \delta \|\nu(t)\|_r + (E\nu(t))^{1/r}\|X^+_1\|_r < \infty.$$ 

□

Remark 5.1. Since the class of boundaries considered is rather large, there is no general converse in (ii). If $a(y) \equiv 1$, see, however, Theorem 3.3.1. Also, if $a(y) = y^\beta$ ($0 \leq \beta < 1$), then (5.6) states that

$$t \cdot (\nu(t))^\beta < S_{\nu(t)} \leq t \cdot (\nu(t))^{\beta} + X_{\nu(t)} \quad (5.8)$$

and it follows that

$$E(S_{\nu(t)})^r < \infty \iff E(X^+_1)^{\beta r} < \infty \quad (5.9)$$

Here we have also used the facts that $X_{\nu(t)}$ is positive and that $S_{\nu(t)} \geq X^+_1$, which follow from the fact that $a(y)$ is nondecreasing.

It is also possible to prove a theorem for the moment generating function with the aid of (5.2), see Gut (1974a), Theorem 3.2.

Asymptotics

In the following we shall study asymptotics as $t \to \infty$. For this we need some further assumptions on $a(y)$, $y \geq 0$. Thus, in addition to the above, assume that

- for some $A \geq 0, a(y)$, $y \geq A$, is nondecreasing, concave
- and (for simplicity) differentiable and regularly varying \hspace{1cm} (RV)
- with exponent $\beta$ ($0 \leq \beta < 1$).

For some general facts about regularly varying functions we refer to Feller (1971), de Haan (1970), Seneta (1976), Bingham et al. (1987), Gut (2007), Section A.7 and to Appendix B.

One consequence of the assumption (RV) is that

$$a(y) = y^\beta \cdot L(y) \quad (0 \leq \beta < 1), \quad (5.10)$$

where $L(y)$ is slowly varying. Typical examples are

$$a(y) = y^\beta, \quad y^\beta \cdot \log y, \quad \log y, \quad \arctan y. \quad (5.11)$$

Following Siegmund (1967) we define $\lambda(t) > A$ as a solution of the equation $t \cdot a(y) = \mu y$, that is,

$$t \cdot a(\lambda(t)) = \mu \lambda(t). \quad (5.12)$$

If $t$ is large then $\lambda(t)$ exists and is unique and $\lambda(t) \to \infty$ when $t \to \infty$. 
We also observe that
\[
\text{if } a(y) = y^\beta, \quad \text{then } \lambda(t) = (t/\mu)^{1/(1-\beta)}, \quad (5.13)
\]
in particular, if \(a(y) \equiv 1\), then \(\lambda(t) = t/\mu\). In fact, \(\lambda(t)\) here will play the role of \(t/\mu\) in Chapter 3.

To avoid some uninteresting technical trivialities, we suppose in the following that \(A\), introduced in (RV), is equal to 0. We can then replace (5.6) by
\[
t \cdot a(\nu(t)) < S_\nu(t) \leq t \cdot a(\nu(t)) + X_\nu(t). \quad (5.14)
\]

The Strong Law

**Theorem 5.2.** \(\frac{\nu(t)}{\lambda(t)} \xrightarrow{\text{a.s.}} 1 \quad \text{as } t \to \infty.\)

**Proof.** By Theorem 1.2.3 (cf. also (3.4.1)) and (5.14) it follows that
\[
\frac{t \cdot a(\nu(t))}{\nu(t)} \xrightarrow{\text{a.s.}} \mu \quad \text{as } t \to \infty,
\]
which, in view of (5.12), is the same as
\[
\frac{a(\nu(t))}{a(\lambda(t))} \cdot \frac{\lambda(t)}{\nu(t)} \xrightarrow{\text{a.s.}} 1 \quad \text{as } t \to \infty,
\]
and hence, by (5.10), the same as
\[
\left( \frac{\nu(t)}{\lambda(t)} \right)^{\beta-1} \cdot \frac{L(\nu(t))}{L(\lambda(t))} \xrightarrow{\text{a.s.}} 1 \quad \text{as } t \to \infty. \quad (5.17)
\]
For \(a(y) \equiv 1\) (5.16) reduces to Theorem 3.4.1. If \(a(y) \not\equiv 1\) the conclusion follows from (5.17) and Lemma B.2.2 (since \(\nu(t) \xrightarrow{\text{a.s.}} +\infty\) as \(t \to \infty\)). \(\square\)

**Remark 5.2.** For \(0 < \beta < 1\) the result is due to Siegmund (1967), Lemma 4.

Following are a.s. convergence results for the stopped sum and the stopping summand.

**Theorem 5.3.**
\[
\frac{S_\nu(t)}{ta(\lambda(t))} = \frac{S_\nu(t)}{\mu\lambda(t)} \xrightarrow{\text{a.s.}} 1 \quad \text{as } t \to \infty.
\]

**Theorem 5.4.** If \(E(X_1^+)^r < \infty\) for some \(r \geq 1\), then
\[
\frac{X_\nu(t)}{(\lambda(t))^{1/r}} \xrightarrow{\text{a.s.}} 0 \quad \text{as } t \to \infty. \quad (5.18)
\]
The proofs are the same as those of Theorems 3.4.2 and 3.4.3 with Theorem 3.4.1 replaced by Theorem 5.2. We omit the details.

We now turn to the Marcinkiewicz–Zygmund law for $\nu(t)$.

**Theorem 5.5.** Let $1 \leq r < 2$ and suppose that $E|X_1|^r < \infty$. Then

$$
\frac{\nu(t) - \lambda(t)}{(\lambda(t))^{1/r}} \overset{a.s.}{\longrightarrow} 0 \quad \text{as} \quad t \to \infty.
$$

(5.19)

**Proof.** By proceeding exactly as in the proof of Theorem 3.4.4 for $r > 1$ (for $r = 1$ nothing remains to prove) we obtain, omitting all details,

$$
\frac{ta(\nu(t)) - \nu(t)\mu}{(\lambda(t))^{1/r}} \overset{a.s.}{\longrightarrow} 0 \quad \text{as} \quad t \to \infty.
$$

(5.20)

For the case $a(y) \equiv 1$ this reduces to Theorem 3.4.4. To finish off the proof for the general case we use Taylor expansion of $a(y)$ at the point $a(\lambda(t))$ (see Gut (1974a), page 298). It follows (recall (5.12)) that

$$
\nu(t)\mu - ta(\nu(t)) = (\nu(t) - \lambda(t)) \cdot \mu(1 - \beta)Y_{\nu(t)}
$$

(5.22)

and, by (5.20), the conclusion follows from the following result, which is Lemma 3.3 of Gut (1974a). □

**Lemma 5.1.** Let $0 \leq \beta < 1$ and let $\{Y_{\nu(t)}, t \geq 0\}$ be defined by (5.21). Then

$$
Y_{\nu(t)} \overset{a.s.}{\longrightarrow} 1 \quad \text{as} \quad t \to \infty.
$$

(5.23)

**Proof.** It suffices to show that

$$
\beta(t) = \frac{\lambda(t) \cdot a'(\lambda(t) + \rho(\nu(t) - \lambda(t)))}{a(\lambda(t))} \overset{a.s.}{\longrightarrow} \beta \quad \text{as} \quad t \to \infty.
$$

(5.24)

To this end, set

$$
B = \{\omega: (\lambda(t))^{-1} \cdot \nu(t) \to 1 \quad \text{as} \quad t \to \infty\}.
$$

(5.25)
4 Generalizations and Extensions

By Theorem 5.2 we have \( P(B) = 1 \). Let \( \omega \in B \) and \( \varepsilon > 0 \). There exists \( t_0 \), such that \( |\nu(t) - \lambda(t)| < \lambda(t)\varepsilon \) and, hence, such that

\[
\lambda(t)(1 - \varepsilon) < \lambda(t) + \rho(\nu(t) - \lambda(t)) < \lambda(t)(1 + \varepsilon) \quad \text{for } t \geq t_0.
\] (5.26)

Since \( a(y) \) is concave and nondecreasing it follows that \( a'(y) \) is nonincreasing, which, together with (5.26), yields

\[
\frac{\lambda(t) \cdot a'(\lambda(t)(1 + \varepsilon))}{a(\lambda(t))} < \beta(t) < \frac{\lambda(t) a'(\lambda(t)(1 - \varepsilon))}{a(\lambda(t))}. \tag{5.27}
\]

By invoking Lemma B.2.3 it follows that, for any \( \gamma > 0 \), we have

\[
\lim_{t \to \infty} \frac{\lambda(t) a'(\lambda(t) \gamma)}{a(\lambda(t))} = \lim_{s \to \infty} \frac{s \cdot a'(s \gamma)}{a(s)} = \gamma^{-1} \lim_{s \to \infty} \frac{s \gamma a'(s \gamma)}{a(s \gamma)} \cdot \frac{a(s \gamma)}{a(s)}
\]

\[
= \gamma^{-1} \cdot \beta \cdot \gamma^\beta = \beta \gamma^{\beta - 1},
\] (5.28)

and hence, in view of (5.27), that

\[
\beta(1 + \varepsilon)^{\beta - 1} \leq \liminf_{t \to \infty} \beta(t) \leq \limsup_{t \to \infty} \beta(t) \leq \beta(1 - \varepsilon)^{\beta - 1}. \tag{5.29}
\]

Since \( \varepsilon \) was arbitrarily chosen and \( P(B) = 1 \), (5.24) follows. \( \square \)

The Central Limit Theorem

The following result is Gut (1974a), Theorem 3.5. The case \( a(y) = y^\beta \) (0 \( \leq \beta < 1 \)) was earlier proved by Siegmund (1968) with a different method.

**Theorem 5.6.** Suppose that \( \text{Var} X_1 = \sigma^2 < \infty \). Then

\[
\frac{\nu(t) - \lambda(t)}{\sigma(\mu(1 - \beta))^{-1} \sqrt{\lambda(t)}} \overset{d}{\to} N(0, 1) \quad \text{as} \quad t \to \infty. \tag{5.30}
\]

**Proof.** By Anscombe’s theorem (Theorem 1.3.1), Theorem 5.4 and (5.14) (cf. the proof of Theorem 3.5.1) we obtain

\[
\frac{t \cdot a(\nu(t)) - \nu(t) \mu}{\sigma \sqrt{\lambda(t)}} \overset{d}{\to} N(0, 1) \quad \text{as} \quad t \to \infty,
\] (5.31)

which, in view of (5.22), is the same as

\[
\frac{(\nu(t) - \lambda(t)) \mu(1 - \beta)}{\sigma \sqrt{\lambda(t)}} \overset{d}{\to} -N(0, 1) \quad \text{as} \quad t \to \infty.
\] (5.32)

By invoking the symmetry of the normal distribution, Lemma 5.1 and Cramér’s theorem we finally obtain the desired conclusion. \( \square \)
Remark 5.3. A different approach has been used in Chow and Hsiung (1976) for the case $a(y) = y^\beta$, $y \geq 0$, $(0 \leq \beta < 1)$. They use the fact that

$$
\nu(t) = \min \left\{ n: \frac{S_n}{n^\beta} > t \right\}, \quad (t \geq 0),
$$

(5.33)

that is, $\{\nu(t), t \geq 0\}$ is the first passage time process for $\{(S_n/n^\beta), n \geq 1\}$. Moreover,

$$
\{\nu(t) > n\} = \{S_k \leq tk^\beta, 1 \leq k \leq n\} = \left\{ \max_{1 \leq k \leq n} \frac{S_k}{k^\beta} \leq t \right\},
$$

(5.34)

that is $\{\nu(t), t \geq 0\}$ and $\{\max_{1 \leq k \leq n}(S_k/k^\beta), n \geq 1\}$ are inverse processes (cf. (3.3.13)) for the case $\beta = 0$. A central limit theorem for the latter process follows from their Corollary 2.5(i). This result is then inverted to yield (5.30) (their Theorem 3.1). As a corollary of our Theorem 5.6 we can thus (via (5.34)) reobtain their result by inversion (cf. Teicher (1973)).

We also mention, without proof, that it is possible to obtain convergence to stable distributions under suitable conditions as follows.

**Theorem 5.7.** Let $0 \leq \beta < 1$. If the assumptions of Theorem 3.5.2 are satisfied, then

\begin{enumerate}[(i)]
  \item $\frac{B_{\nu(t)}}{B(\lambda(t))} \xrightarrow{p} 1$ and $\frac{X_{\nu(t)}}{B(\lambda(t))} \xrightarrow{p} 0$ as $t \to \infty$,
  \item $\frac{\nu(t) - \lambda(t)}{(\mu(1 - \beta))^{-1}B(\lambda(t))} \xrightarrow{d} -G_\alpha$ as $t \to \infty$,
\end{enumerate}

where $G_\alpha$ is (a random variable distributed according to) a stable law with index $\alpha$, $1 < \alpha \leq 2$.

For proofs and details, see Gut (1974a), Lemma 3.5 and Theorem 3.8.

**Uniform Integrability**

**Theorem 5.8.** Let $r \geq 1$. There exists $t_0 > 0$ such that

\begin{enumerate}[(i)]
  \item $E(X_-^r) < \infty \implies \left\{ \left( \frac{\nu(t)}{\lambda(t)} \right)^r, t \geq t_0 \right\}$ is uniformly integrable;
  \item $E(X_+^r) < \infty \implies \left\{ \left( \frac{X_{\nu(t)}}{(\lambda(t))^{1/r}} \right)^r, t \geq t_0 \right\}$ is uniformly integrable;
  \item $E|X_1|^r < \infty \implies \left\{ \left( \frac{S_{\nu(t)}}{\lambda(t)} \right)^r, t \geq t_0 \right\}$ is uniformly integrable.
\end{enumerate}
Proof. (i) Following Siegmund (1967) (see also Gut (1974a), p. 295) we introduce the auxiliary first passage times
\[
\nu^*(t) = \min\{n: S_n > \mu \beta^*(\lambda(t))n + \mu \lambda(t)(1 - \beta^*(\lambda(t)))\} \quad (t \geq 0),
\] (5.35)
where
\[
\beta^*(y) = \frac{y \cdot a'(y)}{a(y)} \quad (y \geq 0).
\] (5.36)

By Lemma B.2.3 we have
\[
\lim_{t \to \infty} \beta^*(t) = \beta
\] (5.37)
(cf. also (5.28) with \(\gamma = 1\)). We can therefore choose \(t_1\) such that \(0 \leq \beta^*(t) < 1\) for \(t > t_1\).

Now, \(\mu \beta^*(\lambda(t)) y + \lambda(t) \mu(1 - \beta^*(\lambda(t)))\) is a line support to \(ta(y) (= \mu \lambda(t)a(y)/a(\lambda(t)), \text{cf. (5.12)}\) at the point \((\lambda(t), \mu \lambda(t))\) and because of the concavity of \(a(y)\) it follows that
\[
\nu(t) \leq \nu^*(t).
\] (5.38)

We further note that
\[
\nu^*(t) = \min\left\{ n: \sum_{k=1}^{n} \frac{X_k - \mu \beta^*(\lambda(t))}{\mu(1 - \beta^*(\lambda(t)))} > \lambda(t) \right\},
\] (5.39)
that is, \(\nu^*(t)\) is the first passage time of a random walk whose increments have mean 1. However, the random walk itself depends on \(t\) and we shall therefore introduce a second family of auxiliary first passage times.

In view of (5.37) we choose \(\varepsilon (0 < \varepsilon < 1 - \beta)\) and \(t_2 \geq t_1\) such that \(t > t_2\) implies that \(|\beta^*(t) - \beta| < \varepsilon\). Following Gut (1974a), p. 296 we now define
\[
\nu^{**}(t) = \min\{n: S_n > \mu(\beta + \varepsilon)n + \lambda(t)\mu(1 - \beta + \varepsilon)\}.
\] (5.40)

By construction we have \(\nu^*(t) \leq \nu^{**}(t)\) for \(t \geq t_2\), which together with (5.38) shows that
\[
\nu(t) \leq \nu^*(t) \leq \nu^{**}(t) \quad (\text{for } t \geq t_2).
\] (5.41)

Now we observe that
\[
\nu^{**}(t) = \min\left\{ n: \sum_{k=1}^{n} \frac{X_k - \mu(\beta + \varepsilon)}{\mu(1 - \beta + \varepsilon)} > \lambda(t) \right\},
\] (5.42)
that is, \(\nu^{**}(t)\) is the first passage time across the level \(\lambda(t)\) of a random walk whose increments are i.i.d. with mean \((1 - \beta - \varepsilon)/(1 - \beta + \varepsilon) > 0\). It follows from Theorem 3.7.1 (see also Gut and Janson (1986), Section 9 and Remark 5.5 below) that
\[
\left\{ \left( \frac{\nu(t)}{\lambda(t)} \right)^{r}, t \geq t_2 \right\} \text{ is uniformly integrable} \quad (5.43)
\]
and thus, by (5.41), that
\[
\left\{ \left( \frac{\nu(t)}{\lambda(t)} \right)^{r}, t \geq t_2 \right\} \text{ is uniformly integrable,} \quad (5.44)
\]
which proves (i) (with \( t_0 = t_2 \)).

(ii) Same as the proof of Theorem 3.7.2(i), except for obvious modifications.

(iii) By (5.7) we have, for large \( t \),
\[
0 \leq \frac{S_{\nu(t)}}{\lambda(t)} \leq \frac{a_0}{\lambda(t)} + \delta \cdot \frac{\nu(t)}{\lambda(t)} + \frac{X_{\nu(t)}}{\lambda(t)} \leq \frac{a_0}{\lambda(t)} + \delta \cdot \frac{\nu(t)}{\lambda(t)} + \frac{X_{\nu(t)}}{(\lambda(t))^{1/r}} \quad (5.45)
\]
(since \( P(X_{\nu(t)} > 0) = 1 \) now).

By Lemma A.1.3 the conclusion thus follows if \( \{(\nu(t)/\lambda(t))^{r}, t \geq t_0 \} \) and \( \{(X_{\nu(t)}/\lambda(t))^{1/r}, t \geq t_0 \} \) are uniformly integrable, something that, however, is ensured by (i) and (ii) since \( E|X_1|^r < \infty \). The proof of the theorem is thus complete. 

\[\square\]

Remark 5.4. Theorem 5.8 in this form seems to be new. In Gut (1974a) the convergence of \( E(\nu(t)/\lambda(t))^{r} \) and \( E((X_{\nu(t)}/\lambda(t))^{1/r}) \) as \( t \to \infty \) was studied by direct computation. Siegmund (1967) proved that \( E(\nu(t)/\lambda(t)) \to 1 \) as \( t \to \infty \).

Remark 5.5. For (5.43) we used Theorem 3.7.1 which, as stated, presupposes a normalization by \( t \). Behind that was Theorem 1.6.1, in which this normalization was used in (1.6.1) to conclude that (1.6.2) holds. Now, if we had used any other increasing normalization in (1.6.1) for the stopping time we would have obtained a result for the stopped sum with that very normalization. Another way to view it is to say that, as long as the normalization is a continuous nondecreasing function of \( t \) the problem is, in essence, a matter of how the normalizing function is parameterized (see also Gut and Janson (1986), Section 9).

A similar remark applies to (ii) and (iii) and the results below.

Remark 5.6. In view of Theorem 5.1(i) the assumption in (i) is the weakest possible. For (ii) this is obvious. For (iii) we used the cruder (5.7) instead of (5.14) and the result is therefore not necessarily the strongest one. For example, if \( a(y) = y^{1/2} \), (5.12) and (5.14) yield (recall Remark 5.1), for large \( t \),
\[
\mu \left( \frac{\nu(t)}{\lambda(t)} \right)^{1/2} < \frac{ta(\nu(t))}{\lambda(t)} \leq \frac{S_{\nu(t)}}{\lambda(t)} \leq \frac{ta(\nu(t))}{\lambda(t)} + \frac{X_{\nu(t)}}{\lambda(t)} \leq \mu \left( \frac{\nu(t)}{\lambda(t)} \right)^{1/2} + \frac{X_{\nu(t)}}{(\lambda(t))^{1/r}}
\]
and it follows that \( E(X_{1}^{+})^{r} < \infty \) and \( E(X_{1}^{-})^{2r} < \infty \) together imply that \( \{(S_{\nu(t)}/\lambda(t))^{r}, t \geq t_0 \} \) is uniformly integrable. Moreover, it follows from (5.9) that the assumptions are also necessary.
It is also possible to obtain results like Theorem 5.8 corresponding to the Marcinkiewicz–Zygmund law or the central limit theorem, but everything becomes technically much more complicated.

The first step is to proceed as in the proof of Theorems 3.7.3 and 3.7.4. Thus, suppose first that \( E|X_1|^r < \infty \) for some \( r \) (1 < \( r \) < 2). Then Theorem 5.8(i), formula (3.7.6), with \( t \) replaced by \( t \cdot a(\nu(t)) \), Theorem 1.6.2, Theorem 5.8(ii) and Lemma A.1.3 (recall Remark 5.5) together show that

\[
\left\{ \frac{|\nu(t)\mu - ta(\nu(t))|}{(\lambda(t))^{1/r}} \right\}^{r}, t \geq t_0 \text{ is uniformly integrable.} \tag{5.46}
\]

To obtain the desired conclusion we must do some additional work, sketched below, corresponding to Taylor expansion and Lemma 5.1 above. This, finally, leads to the following result for the case \( a(y) = y^\beta, \ y \geq 0, \ (0 \leq \beta < 1) \) (and \( \lambda(t) = (t/\mu)^{1/(1-\beta)}, \ t \geq 0 \)).

**Theorem 5.9.** Suppose that \( a(y) = y^\beta, \ y \geq 0, \) for some \( \beta \) (0 ≤ \( \beta \) < 1). If \( E|X_1|^r < \infty \) for some \( r \) (1 < \( r \) < 2), then

\[
\left\{ \frac{|\nu(t) - \frac{\lambda(t)}{\mu}(\nu(t))^{\beta}|}{(\lambda(t))^{1/r}} \right\}^{r}, t \geq t_0 \text{ is uniformly integrable.} \tag{5.47}
\]

Moreover, when \( 0 \leq \beta \leq 1/r \),

\[
\left\{ \frac{|\nu(t) - \lambda(t)|}{(\lambda(t))^{1/r}} \right\}^{r}, t \geq t_0 \text{ is uniformly integrable.} \tag{5.48}
\]

If, in addition,

\[
(\lambda(t))^{r-1} \cdot P(X_1 \geq t) \to 0 \quad \text{as} \quad t \to \infty, \tag{5.49}
\]

then (5.48) also holds when \( 1/r < \beta < 1 \).

As for the central limit theorem one obtains similarly, by using Theorems 5.8(i), 1.6.3 and 5.8(ii) and Lemma A.1.3 that if \( E|X_1|^r < \infty \) for some \( r \geq 2 \), then

\[
\left\{ \frac{|\nu(t)\mu - ta(\nu(t))|}{\sqrt{\lambda(t)}} \right\}^{r}, t \geq t_0 \text{ is uniformly integrable,} \tag{5.50}
\]

which, again with \( a(y) = y^\beta, \ y \geq 0, \ (0 \leq \beta < 1) \), leads to the following.

**Theorem 5.10.** Suppose that \( a(y) = y^\beta, \ y \geq 0, \) for some \( \beta \) (0 ≤ \( \beta \) < 1). If \( E|X_1|^r < \infty \) for some \( r \geq 2 \), then

\[
\left\{ \frac{|\nu(t) - \frac{t}{\mu}(\nu(t))^{\beta}|}{\sqrt{\lambda(t)}} \right\}^{r}, t \geq t_0 \text{ is uniformly integrable.} \tag{5.51}
\]
Moreover, when $0 \leq \beta \leq 1/2$,
\[
\left\{ \frac{\nu(t) - \lambda(t)}{\sqrt[2]{\lambda(t)}} \right\}^r, t \geq t_0 \text{ is uniformly integrable.} \quad (5.52)
\]

If, in addition,
\[
(\lambda(t))^{r/2} \cdot P(X_1 \geq t) \to 0 \quad \text{as} \quad t \to \infty,
\]
then (5.52) also holds when $1/2 < \beta < 1$.

The proofs of Theorems 5.9 and 5.10 are based on (5.46) and (5.50) respectively and the following lemmas. Recall that $a(y) = y^\beta, y \geq 0$, for some $\beta \ (0 \leq \beta < 1)$ and thus that $\lambda(t) = (t/\mu)^{1/(1-\beta)}, t \geq 0$.

**Lemma 5.2.** For all $t > 0, x \geq 0$, we have
\[
y \geq \lambda(t) + (\lambda(t))^{1/r} x \implies y - (t/\mu)y^\beta \geq (1 - \beta)(\lambda(t))^{1/r} x.
\]

**Lemma 5.3.** Given $\gamma \ (0 < \gamma < 1 - \beta)$ there exists $\theta \ (0 < \theta < 1)$ such that for all $t > 0$ and $0 \leq x \leq \theta(\lambda(t))^{1-1/r}$ we have
\[
(1 - \theta)\lambda(t) \leq y \leq \lambda(t) - (\lambda(t))^{1/r} x \implies y - (t/\mu)y^\beta \leq -(\lambda(t))^{1/r} \gamma x.
\]

**Lemma 5.4.** Let $q > 1$. If
\[
P(X_1 \geq x) = o(x^{-q}) \quad \text{as} \quad x \to \infty,
\]
then, for every $\theta \ (0 < \theta < 1)$ we have, as $t \to \infty$,
\[
P(\nu(t) \leq (1 - \theta)\lambda(t)) = \begin{cases} 
\omega((\lambda(t))^{-q(1-\beta)}), & \text{if } \beta q > 1, \\
\omega((\lambda(t))^{-q(1-\beta)} \log t), & \text{if } \beta q = 1, \\
\omega((\lambda(t))^{-q(1-\beta)}), & \text{if } \beta q < 1.
\end{cases} \quad (5.57)
\]

Moreover, if $\beta q = 1$ and (5.56) is sharpened to
\[
\lim_{x \to \infty} \int_x^{x^\rho} u^{q-1} P(X_1 \geq u) du = 0 \quad \text{for some } \rho > 1,
\]
then, as $t \to \infty$,
\[
P(\nu(t) \leq (1 - \theta)\lambda(t)) = \omega((\lambda(t))^{-q(1-\beta)}).
\]

Lemmas 5.2 and 5.3 with $r = 2$ and Lemma 5.4 are Lemmas 2, 3 and 4 of Chow, Hsiung and Lai (1979) respectively. We refer to their paper for the proofs. The proofs of Lemmas 5.2 and 5.3 for $1 < r < 2$ are essentially the same as the proofs for the case $r = 2$. 

Proof of Theorem 5.9. We use Lemmas 5.2 and 5.3 to conclude that, for \( M > 0 \),
\[
\int_{\frac{\nu(t)}{\mu(t)} < \frac{1}{\gamma}(1 - \theta)} \lambda(t) dx 
\]
\[
\leq \int_{\frac{\nu(t)}{\mu(t)} < \frac{1}{\gamma}(1 - \theta)} \lambda(t) dx
\]
\[
+ \int_{M} x^{r-1} \cdot P\left(\nu(t) - \frac{t}{\mu(t)} \leq \frac{1}{\gamma}(1 - \theta) \lambda(t) \right) dx
\]
\[
\leq \frac{(\lambda(t))^{r-1} - M^{r}}{r} \cdot P\left(\nu(t) \leq (1 - \theta) \lambda(t) \right)
\]
\[
+ \int_{M} x^{r-1} \cdot P\left(\nu(t) - \frac{t}{\mu(t)} \geq (1 - \beta) \lambda(t) \right) dx.
\] (5.60)

From Lemma 5.4 with \( q = r \) when \( 0 \leq \beta \leq 1/r \) and \( q = (r-1)/(1-\beta) > r \)
when \( 1/r < \beta < 1 \) we conclude that
\[
(\lambda(t))^{r-1} \cdot P\left(\nu(t) \leq (1 - \theta) \lambda(t) \right) \to 0 \text{ as } t \to \infty,
\] (5.61)
from which it follows that the first term in (5.60) tends to 0 uniformly in \( t \) as \( M \to \infty \). The second term in (5.60) tends to 0 uniformly in \( t \) as \( M \to \infty \) by (5.47). We thus conclude that (5.48) holds. \( \square \)

Proof of Theorem 5.10. By the same reasoning as above, together with (5.51),

it follows that the conclusion holds provided
\[
(\lambda(t))^{r/2} \cdot P\left(\nu(t) \leq (1 - \theta) \lambda(t) \right) \to 0 \text{ as } t \to \infty,
\] (5.62)

and, again, this follows from Lemma 5.4. \( \square \)

Remark 5.7. Theorem 5.10 is due to Chow, Hsiung and Lai (1979) and we refer to their paper for the remaining details. Theorem 5.9 is new.

Remark 5.8. The following computations show that (5.48), in fact, implies (5.49). Namely, suppose that (5.48) holds. It follows, in particular, that given \( \varepsilon > 0, \gamma \) (\( 0 < \gamma < 1 \)) and \( t_{0} \) sufficiently large we have, for \( t > t_{0} \),
\[
\varepsilon > (\lambda(t))^{-1} \cdot E(\lambda(t) - \nu(t))^{r} I\{\nu(t) \leq \gamma \lambda(t)\}
\]
\[
\geq (1 - \gamma)^{r}(\lambda(t))^{-1+r} \cdot P(\nu(t) \leq \gamma \lambda(t)) \geq (1 - \gamma)^{r}(\lambda(t))^{r-1} \cdot P(\nu(t) = 1)
\]
\[
= (1 - \gamma)^{r}(\lambda(t))^{r-1} \cdot P(X_{1} > t),
\]
that is, it follows that

\[(\lambda(t))^{r-1} \cdot P(X_1 > t) \to 0 \quad \text{as} \quad t \to \infty, \quad (5.63)\]

which proves that (5.49) is necessary as claimed. Now, if \(\beta \leq 1/r\) then

\[1/(1 - \beta) \leq r/(r - 1) \quad \text{and} \quad (\lambda(t))^{r-1} \leq (t/\mu)^r, \quad \text{that is,} \quad (5.49) \quad \text{is automatically satisfied. If} \quad 1/r < \beta < 1, \quad \text{then} \quad (5.49) \quad \text{is a necessary extra assumption.} \]

**Remark 5.9.** The same kind of argument shows that (5.52) \(\implies\) (5.53) and that (5.53) is automatically satisfied when \(0 \leq \beta \leq 1/2\). When \(1/2 < \beta < 1\) (5.53) thus is a necessary additional assumption.

**Remark 5.10.** Note that the final part of the proof amounted to showing that (5.49) and (5.53) were satisfied and that these relations are precisely those mentioned in Remarks 5.8 and 5.9.

### Moment Convergence

By using the above results in the same way as the corresponding results in Chapter 3 were used in Section 3.8 we obtain the following theorems for the convergence of moments in the strong laws and the central limit theorem.

**Theorem 5.11.** Let \(r \geq 1\). Then

(i) \(E(X^-_1)^r < \infty \implies \left(\frac{\nu(t)}{\lambda(t)}\right)^p \to 1 \quad \text{as} \quad t \to \infty \quad \text{for all} \quad p, 0 < p \leq r;\)

(ii) \(E(X^+_1)^r < \infty \implies \frac{X^r_{\nu(t)}}{\lambda(t)} \to 0 \quad \text{as} \quad t \to \infty;\)

(iii) \(E|X_1|^r < \infty \implies \left(\frac{S_{\nu(t)}}{\lambda(t)}\right)^p \to \mu^p \quad \text{as} \quad t \to \infty \quad \text{for all} \quad p, 0 < p \leq r.\)

**Theorem 5.12.** Let \(1 < r < 2\) and suppose that \(a(y) = y^\beta, \; y \geq 0, \; \text{for some} \; \beta \; (0 \leq \beta \leq 1/r)\). If \(E|X_1|^r < \infty\), then

\[E \left| \frac{\nu(t) - \lambda(t)}{(\lambda(t))^{1/r}} \right|^r \to 0 \quad \text{as} \quad t \to \infty. \quad (5.64)\]

If \(1/r < \beta < 1\) the conclusion remains true provided, in addition,

\[(\lambda(t))^{r-1} \cdot P(X_1 > t) \to 0 \quad \text{as} \quad t \to \infty. \quad (5.65)\]

**Theorem 5.13.** Suppose that \(a(y) = y^\beta, \; y \geq 0, \; \text{for some} \; \beta \; (0 \leq \beta \leq 1/2)\). Set \(\sigma^2 = \text{Var} \; X_1\). If \(E|X_1|^r < \infty\) for some \(r \geq 2\), then

(i) \(E \left| \frac{\nu(t) - \lambda(t)}{\sqrt{\lambda(t)}} \right|^p \to E|Z|^p \quad \text{as} \quad t \to \infty \quad \text{for all} \quad p, 0 < p \leq r,\)

where \(Z\) is normal with mean 0 and variance \(\sigma^2/\mu^2(1 - \beta)^2;\)
(ii) \[ E \left( \frac{\nu(t) - \lambda(t)}{\sqrt{\lambda(t)}} \right)^k \to 0 \quad \text{as} \quad t \to \infty \quad \text{for} \quad k = \text{odd integer} \leq r. \]

If \( 1/2 < \beta < 1 \) the conclusions remain true provided, in addition,

\[ (\lambda(t))^{r/2} \cdot P(X_1 > t) \to 0 \quad \text{as} \quad t \to \infty. \quad (5.66) \]

Remark 5.11. Theorem 5.11(i) and (ii) were proved by direct estimates in Gut (1974a), Section 3; it was shown that

\[ E \left( \frac{\nu(t)}{\lambda(t)} \right)^r \to \left( \frac{1 - \beta + \varepsilon}{1 - \beta - \varepsilon} \right)^r \quad \text{as} \quad t \to \infty \]

with \( \nu(t) \) defined by (5.40) and then that a corresponding result holds for a related family of first passage times \( \{\nu_*(t)\} \), from which it was concluded that

\[ E \left( \frac{\nu_*(t)}{\lambda(t)} \right)^r \to 1 \quad \text{as} \quad t \to \infty \]

with \( \nu*(t) \) defined by (5.35). By (5.38) it followed that

\[ \limsup_{t \to \infty} E \left( \frac{\nu(t)}{\lambda(t)} \right)^r \leq 1. \]

The conclusion then followed from Theorem 5.2 and Fatou’s lemma.

Remark 5.12. Theorem 5.13 is due to Chow, Hsiung and Lai (1979). In particular, if \( \text{Var} \ X_1 = \sigma^2 < \infty \), the theorem shows that the relation

\[ \text{Var} \ \nu(t) = \frac{\sigma^2}{\mu^2(1 - \beta)^2} \left( \frac{t}{\mu} \right)^{1/(1-\beta)} + o(t^{1/(1-\beta)}) \quad \text{as} \quad t \to \infty \quad (5.67) \]

always holds when \( \beta \leq \frac{1}{2} \), but only under the additional assumption

\[ t^{1/(1-\beta)} \cdot P(X_1 > t) \to 0 \quad \text{as} \quad t \to \infty \quad (5.68) \]

when \( 1/2 < \beta < 1. \)

Theorem 5.12 is new.

**The Overshoot**

The quantity of interest here is

\[ R(t) = S_{\nu(t)} - ta(\nu(t)) \quad (t \geq 0). \quad (5.69) \]

Since \( 0 \leq R(t) \leq X_{\nu(t)} \) (cf. (3.10.3)) the following result is easily established.
Theorem 5.14. Let \( r \geq 1 \) and suppose that \( E(X_1^+)^r < \infty \). Then

(i) \( E(R(t))^r < \infty \);

(ii) \( \frac{R(t)}{(\lambda(t))^{1/r}} \xrightarrow{a.s.} 0 \) as \( t \to \infty \);

(iii) \( \left\{ \frac{(R(t))^r}{\lambda(t)}, t \geq t_0 \right\} \) is uniformly integrable for some \( t_0 \geq 1 \);

(iv) \( E(R(t))^r = o(\lambda(t)) \) as \( t \to \infty \).

Proof. By Lemma 1.8.1 we have \( E(R(t))^r \leq E(X_1)^r \leq E(\nu(t) \cdot E(X_1^+)^r < \infty \), which proves (i), (ii) follows from Theorem 5.4, (iii) follows from Theorem 5.8(ii) and (iv) follows from (ii) and (iii). \( \square \)

The Law of the Iterated Logarithm

By using the ideas of the present section the following law of the iterated logarithm was proved in Gut (1985), Theorem 5.

Theorem 5.15. Suppose that \( \text{Var} X_1 = \sigma^2 < \infty \). Then

\[
C \left( \left\{ \frac{\nu(t) - \lambda(t)}{\sqrt{2 \sigma^2 \mu^2 (1 - \beta)^2 \lambda(t) \log \log t}}, t \geq 3 \right\} \right) = [-1, 1] \text{ a.s.} \quad (5.70)
\]

In particular,

\[
\limsup_{t \to \infty} \left( \liminf_{t \to \infty} \frac{\nu(t) - \lambda(t)}{\sqrt{2 \lambda(t) \log \log t}} \right) = \begin{cases} + \frac{\sigma}{\mu (1 - \beta)} & \text{a.s.} \end{cases} \quad (5.71)
\]

Outline of Proof. To prove (5.70) one first establishes that

\[
C \left( \left\{ \frac{t a(\nu(t)) - \nu(t) \mu}{\sqrt{2 \sigma^2 \lambda(t) \log \log t}}, t \geq 3 \right\} \right) = [-1, 1] \text{ a.s.} \quad (5.72)
\]

(cf. (5.20) and (5.31)). One then uses Taylor expansion, introduces \( Y_{\nu(t)} \) defined in (5.21) and applies Lemmas 5.1 and 3.11.1. \( \square \)

Remark 5.13. For the case \( a(y) = y^\beta \), \( y \geq 0 \), \( (0 \leq \beta < 1) \) Chow and Hsiung (1976) have used the approach described in Remark 5.3 above to prove a law of the iterated logarithm for \( \max_{1 \leq k \leq n} S_k/k^\beta \) (see their Corollary 2.5(ii)) and inverted this result to obtain (5.71). Similarly, we can invert (5.71) to obtain their result.

Extensions to the Non-I.I.D. Case

Just as for Chapter 3 (see Section 3.14) several results in this section have been extended to random walks whose increments do not have a common distribution or are subject to certain dependence assumptions.
The results in Siegmund (1967, 1968), which correspond to Theorems 5.2, 5.11(i) with \( r = 1 \) and 5.6, respectively, are proved without assuming that the increments have a common distribution. Theorems 5.1, 5.2 and 5.11 are proved under certain dependence assumptions in Gut (1974b). Several results in this section are extended to processes with independent, stationary increments (with positive mean) in Gut (1975b). Finally, we recall nonlinear renewal theory mentioned in the beginning of this section, and the more general perturbed random walks which are the topic of Chapter 6.
5

Functional Limit Theorems

5.1 Introduction

The classical central limit theorem was generalized to a functional central limit theorem by Donsker (1951) (see Theorem A.3.2). In words the result means that one considers the partial sums \(\{S_0, S_1, \ldots, S_n\}\) of i.i.d. variables jointly for each \(n\) and shows that if the mean and variance are finite then the (polygonal) process obtained by normalization (and linear interpolation), behaves, asymptotically, like Brownian motion.

In this chapter we shall begin by presenting corresponding generalizations of Anscombe’s theorem (Theorem 1.3.1) and of the results about asymptotic normality of the first passage times discussed in Chapter 3 (see Theorem 3.5.1). We shall also deal with the stable case, that is when the variance is not necessarily finite, and in this case our point of departure is Theorem A.3.3. The corresponding one-dimensional results are Theorems 1.3.2 and 3.5.2. We then present functional (central) limit theorems for the various processes treated in Chapter 4. In the final section we discuss functional versions of the law of the iterated logarithm for some of the processes. The starting point here is Strassen (1964), see Theorem A.4.1.

We also mention (cf. Appendix A) that results of this kind sometimes are called invariance principles; results like Donsker’s theorem are called weak invariance principles and results like Strassen’s are called strong invariance principles. Some background material and notation for this chapter can be found in Sections A.3 and A.4.

5.2 An Anscombe–Donsker Invariance Principle

Let \(\{\xi_k, k \geq 1\}\) be i.i.d. random variables, suppose that \(E\xi_1 = 0, \text{Var}\xi_1 = \sigma^2 < \infty\), set \(S_n = \sum_{k=1}^{n} \xi_k\), \(n \geq 0\), (\(S_0 = 0\)) and define

\[
X_n(t, \omega) = \frac{1}{\sigma \sqrt{n}} S_{\lfloor nt \rfloor}(\omega) \quad (t \geq 0).
\]
Donsker’s theorem states that \( X_n \overset{J_1}{\rightarrow} W \) as \( n \to \infty \), where \( W \) is the Wiener measure on \((C, \mathcal{C})\)—the space of continuous functions on \([0, \infty)\) (cf. Theorem A.3.2 and Remark A.3.8).

Now, suppose that \( \{N(t), t \geq 0\} \) is a nondecreasing, right-continuous family of positive, integer valued random variables and define

\[
Y_n(t, \omega) = \frac{1}{\sigma \sqrt{n}} S_{N(nt, \omega)}(\omega) \quad (t \geq 0). \tag{2.2}
\]

**Theorem 2.1.** Suppose that

\[
\frac{N(t)}{t} \xrightarrow{a.s.} \theta \quad (0 < \theta < \infty) \quad \text{as} \quad t \to \infty. \tag{2.3}
\]

Then

\[
\theta^{-1/2} \cdot Y_n \overset{J_1}{\rightarrow} W \quad \text{as} \quad n \to \infty. \tag{2.4}
\]

**Proof.** Define the random change of time \( \Phi_n \in D_0 \) by

\[
\Phi_n(t, \omega) = \frac{N(nt, \omega)}{n} \quad (t \geq 0), \tag{2.5}
\]

let \( \varphi(t) = t\theta, \ t \geq 0 \), and note that \( \varphi \in D_0 \cap C \).

**Lemma 2.1.** \( \Phi_n \xrightarrow{p} \varphi(J_1) \) as \( n \to \infty \).

**Proof.** We wish to show that \( \sup_{0 \leq t \leq b} |\Phi_n(t, \omega) - \varphi(t)| \) tends to 0 in probability as \( n \to \infty \) for every \( b > 0 \).

Now, by (2.3),

\[
\frac{N(nt)}{n} - t\theta \xrightarrow{a.s.} 0 \quad \text{as} \quad n \to \infty \quad \text{for each fixed} \ t.
\tag{2.6}
\]

Let \( Q \) be the set of rationals in \([0, \infty)\). It follows that

\[
\frac{N(nt)}{n} \to t\theta \quad \text{as} \quad n \to \infty \quad \text{for all} \ t \in Q \quad \text{a.s.} \tag{2.7}
\]

The conclusion of Lemma 2.1 now follows from the following result, the proof of which we leave to the reader. \( \square \)

**Lemma 2.2.** Suppose that \( \{f_n(t), n \geq 1\} \) is a sequence of real valued functions, such that \( f_n(t) \), for all \( n \geq 1 \), is nondecreasing as a function of \( t \) \((0 \leq t \leq 1)\) and suppose that \( f_n(t) \to t \) as \( n \to \infty \) for all \( t \in Q \). Then the convergence is uniform, that is,

\[
\sup_{0 \leq t \leq 1} |f_n(t) - t| \to 0 \quad \text{as} \quad n \to \infty. \tag{2.8}
\]
The proof of Lemma 2.1 thus is complete and we return to the proof of Theorem 2.1.

By combining Donsker’s theorem and Lemma 2.1 with Theorem A.3.9 we now obtain
\[
(X_n, \Phi_n) \xrightarrow{J_1} (W, \varphi) \quad \text{as} \quad n \to \infty, \quad (2.9)
\]
to which we can apply the continuous mapping theorem (Theorem A.3.5) and conclude that
\[
Y_n = X_n \circ \Phi_n \xrightarrow{J_1} W \circ \varphi \quad \text{as} \quad n \to \infty \quad (2.10)
\]
in view of the following lemma.

**Lemma 2.3.** Let \( \psi: D \times D_0 \to D \) be defined by
\[
\psi(x, \varphi) = x \circ \varphi. \quad (2.11)
\]

Then \( \psi \) is continuous at \((x, \varphi)\) for \( x \in C \) and \( \varphi \in C \cap D_0 \).

**Proof.** Let \( b > 0 \) and let \( \{x_n, n \geq 1\} \) be a sequence of elements of \( D \), such that \( x_n \to x(J_1) \), where \( x \in C \). Further, let \( \{\varphi_n, n \geq 1\} \) belong to \( D_0 \) and suppose that \( \varphi_n \to \varphi(J_1) \), where \( \varphi \in C \cap D_0 \). Then there exists \( B < \infty \), such that \( \varphi_n(b) \leq B \) for all \( n \geq 1 \). It follows that
\[
sup_{0 \leq t \leq b} |x_n(\varphi_n(t)) - x(\varphi(t))| \\
\leq sup_{0 \leq t \leq b} |x_n(\varphi_n(t)) - x(\varphi_n(t))| + sup_{0 \leq t \leq b} |x(\varphi_n(t)) - x(\varphi(t))| \\
\leq sup_{0 \leq t \leq B} |x_n(t) - x(t)| + sup_{0 \leq t \leq b} |x(\varphi_n(t)) - x(\varphi(t))| \to 0 \quad \text{as} \quad n \to \infty;
\]
the first term tends to 0 as \( n \to \infty \) since \( x_n \to x \) uniformly on \([0, B]\) as \( n \to \infty \) (recall that \( x \in C \)) and the second term tends to 0 as \( n \to \infty \) since \( x \) is uniformly continuous on compact intervals and \( \varphi_n \to \varphi \) uniformly on \([0, b]\) as \( n \to \infty \). \hfill \Box

Since (2.10) is the same as (2.4), the proof of the theorem is complete. \( \Box \)

Billingsley (1968), Section 17 (Billingsley (1999), Section 14) studies the process
\[
Y'_n(t, \omega) = \frac{1}{\sigma \sqrt{N(n)}} S_{[t \cdot N(n, \omega)]}(\omega) \quad (0 \leq t \leq 1), \quad (2.12)
\]
where now \( \{N(n), n \geq 1\} \) is a sequence of positive, integer valued random variables and \( \{S_n, n \geq 0\} \) is a sequence of partial sums of arbitrary random variables. It is shown there that if \( \{a_n, n \geq 1\} \) are constants tending to infinity and
\[
\frac{N(n)}{a_n} \xrightarrow{p} \theta \quad (0 < \theta < \infty) \quad \text{as} \quad n \to \infty, \quad (2.13)
\]
then
\[ Y'_n \xrightarrow{J_1} W \circ \varphi \quad \text{as} \quad n \to \infty, \tag{2.14} \]
provided \( X_n \xrightarrow{J} W \) as \( n \to \infty \) (where now \( W \) is the Wiener measure on \( C[0,1] \)).

To prove this result it is first shown that
\[ Y''_n \xrightarrow{J_1} W \circ \varphi \quad \text{as} \quad n \to \infty, \tag{2.15} \]
where
\[ Y''_n(t, \omega) = \frac{1}{\sigma \sqrt{|a_n|}} S_{t \cdot N(n, \omega)}(\omega) \quad (0 \leq t \leq 1), \tag{2.16} \]
and \( \varphi \) is as before.

The proof of (2.15) follows the same basic pattern as the proof of Theorem 2.1 (or rather vice versa), but the part corresponding to Lemma 2.1 is easier, since
\[
\sup_{0 \leq t \leq 1} \left| t \cdot \frac{N(n, \omega)}{a_n} - t\theta \right| = \left| \frac{N(n, \omega)}{a_n} - \theta \right| \overset{p}{\to} 0 \quad \text{as} \quad n \to \infty \tag{2.17}
\]
in view of (2.13).

The proof of Lemma 2.1 is adapted from Gut (1973), where the random indices are the first passage times studied in Chapter 3 and Section 4.5 (with \( L(y) \equiv 1 \)). For first passage times of renewal processes, see Billingsley (1968), Theorem 17.3 (Billingsley (1999), Theorem 14.6). A further reference is Serfozo (1975).

Remark 2.1. It is also possible to use more general normalizations than linear ones in Theorem 2.1 (cf. Remark 4.5.5).

Remark 2.2. The assumption (2.3) was used in the proof of Lemma 2.1. We observe that what we really need is that
\[
\sup_{0 \leq t \leq b} \left| \frac{N(nt)}{n} - t\theta \right| \overset{p}{\to} 0 \quad \text{as} \quad n \to \infty \quad (0 < \theta < \infty) \quad \text{for every} \quad b > 0. \tag{2.18}
\]
But (2.3) is (as we have seen) sufficient for this to hold and will, in fact, be satisfied in the applications to follow.

Remark 2.3. Since the projections from \( C \) to \( R^k \) are continuous it follows from the continuous mapping theorem that the finite-dimensional distributions of \( Y_n \) converge to multidimensional normal distributions, which yields multi-dimensional versions of Anscombe’s theorem. In particular, the case \( k = 1 \) and \( t = 1 \) yields Theorem 1.3.1(ii) (under slightly stronger assumptions).
The following is a stable version of the previous result.

Let \( \{\xi_k, k \geq 1\} \) be i.i.d. random variables with mean 0 and set \( S_n = \sum_{k=1}^{n} \xi_k, \ n \geq 0. \) Suppose that \( \{B_n, n \geq 1\} \) are positive normalizing coefficients such that

\[
\frac{S_n}{B_n} \xrightarrow{d} G_\alpha \quad \text{as} \quad n \to \infty,
\]

(2.19)

where \( G_\alpha \) is (a random variable distributed according to) a stable law with index \( \alpha \) (1 \( < \alpha \leq 2 \)) and let \( X \) be the stable process whose one-dimensional marginal distribution at \( t = 1 \) is \( G_\alpha. \) Finally, let \( \{N(t), t \geq 0\} \) be a non-decreasing, right-continuous family of positive, integer valued random variables as above and define

\[
X_n(t, \omega) = \frac{S_{[nt]}(\omega)}{B_n} \quad \text{and} \quad Y_n(t, \omega) = \frac{S_{N(nt, \omega)}(\omega)}{B_n} \quad (t \geq 0).
\]

(2.20)

**Theorem 2.2.** If

\[
\frac{N(t)}{t} \xrightarrow{a.s.} \theta \quad (0 < \theta < \infty) \quad \text{as} \quad t \to \infty
\]

(2.21)

then

\[
\theta^{-1/\alpha} \cdot Y_n \xrightarrow{J_1} X \quad \text{as} \quad n \to \infty.
\]

(2.22)

**Proof.** Consider, again, the random time change (2.5). Since (2.19) is equivalent to \( X_n \xrightarrow{J_1} X \) as \( n \to \infty \) (see Gikhman and Skorohod (1969), Chapter IX.6) we conclude, in view of Lemma 2.1, (cf. (2.9)) that

\[
(X_n, \Phi_n) \xrightarrow{J_1} (X, \varphi) \quad \text{as} \quad n \to \infty.
\]

(2.23)

Thus, so far the proof is essentially the same as the proof of Theorem 2.1. For the next step we need a counterpart to Lemma 2.3, that is, we need to know that composition is continuous at points \((x, \varphi)\) with \( x \in D \) and strictly increasing \( \varphi \in C \cap D_0. \) That this is, indeed, the case is proved in Whitt (1980), Theorem 3.1. It therefore follows from Theorem A.3.5 that

\[
Y_n = X_n \circ \Phi_n \xrightarrow{J_1} X \circ \varphi \quad \text{as} \quad n \to \infty,
\]

(2.24)

and by checking e.g. the characteristic function of a stable process it is easily seen that (2.24) is the same as (2.22), which completes the proof. \( \square \)

**Remark 2.4.** Remarks 2.1–2.3 all apply here too. The corresponding one-dimensional result is Theorem 1.3.2.

**Remark 2.5.** Observe that convergence of the finite-dimensional distributions was not used in the proofs of Theorems 2.1 and 2.2, since we used continuous mapping results. Had we proved the result directly we would have had to prove convergence of the finite-dimensional distributions plus tightness (cf. Theorem A.3.1).
5.3 First Passage Times for Random Walks with Positive Drift

We shall now use the results from Section 5.2 to derive functional limit theorems for the first passage times discussed in Chapter 3. Theorem 2.1 will here play the role of Anscombe’s theorem (cf. the proof of Theorem 3.5.1).

For renewal processes the following result is due to Billingsley (1968), see Theorem 17.3 there (or Billingsley (1999), Theorem 14.6), and for random walks the result has been proved in Vervaat (1972a,b), Basu (1972) and Gut (1973); the two latter proofs are closely related to Billingsley’s.

**Theorem 3.1.** Let \( \{\xi_k, k \geq 1\} \) be i.i.d. random variables with mean \( \mu \) (0 < \( \mu < \infty \)) and variance \( \sigma^2 \) (0 < \( \sigma^2 < \infty \)). Set \( S_n = \sum_{k=1}^{n} \xi_k, n \geq 0 \), and define

\[
\nu(t) = \min\{n: S_n > t\} \quad (t \geq 0)
\]

and

\[
Z_n(t, \omega) = \frac{\nu(nt, \omega) - nt/\mu}{\sigma \mu^{-3/2} \sqrt{n}} \quad (t \geq 0).
\]

Then

\[
Z_n \xrightarrow{J_1} W \quad \text{as} \quad n \to \infty.
\]

**Proof.** Set

\[
Y_n(t, \omega) = \frac{1}{\sigma \sqrt{n}} \sum_{k=1}^{\nu(nt, \omega)} (\xi_k(\omega) - \mu) \quad (t \geq 0).
\]

Since, \( \nu(t)/t \xrightarrow{a.s.} 1/\mu \) as \( t \to \infty \) (Theorem 3.4.1) we can apply Theorem 2.1 (with \( \theta = \mu^{-1} \)) to assert that

\[
\mu^{1/2} \cdot Y_n \xrightarrow{J_1} W \quad \text{as} \quad n \to \infty.
\]

Next we observe (cf. (3.3.2)) that

\[
\frac{nt - \mu \nu(nt, \omega)}{\sigma \sqrt{n}} < Y_n(t, \omega) \leq \frac{nt - \mu \nu(nt, \omega)}{\sigma \sqrt{n}} + \frac{\xi_n(\nu(nt, \omega))(\omega)}{\sigma \sqrt{n}}.
\]

Define

\[
Z_n'(t, \omega) = \mu^{1/2} \cdot \frac{nt - \mu \nu(nt, \omega)}{\sigma \sqrt{n}} \quad (t \geq 0).
\]

Since \( \xi_n/\sqrt{n} \xrightarrow{a.s.} 0 \) as \( n \to \infty \) it follows that \( \max_{1 \leq k \leq n} \xi_k/\sqrt{n} \xrightarrow{a.s.} 0 \) as \( n \to \infty \) and, hence, in particular that

\[
\sup_{0 \leq t \leq b} \xi_n(\nu(nt))/\sqrt{n} \xrightarrow{p} 0 \quad \text{as} \quad n \to \infty \quad \text{for every} \quad b > 0,
\]

which, together with (3.6) and Theorem A.3.8, implies that

\[
Z_n' \xrightarrow{J_1} W \quad \text{as} \quad n \to \infty.
\]

The conclusion now follows from the symmetry of \( W \).
Before proceeding to the case where the variance is not necessarily finite we mention that the ladder variable method can be used to extend Theorem 3.1 for positive summands (Billingsley (1968, 1999)) to the case of general summands with positive mean, see Gut (1973), Section 3.

Next, we consider the case when the variance need not be finite, that is, when the limits are stable processes—see Theorem 3.5.2 for the one-dimensional result.

We thus assume that \( \{\xi_k, k \geq 1\} \) are i.i.d. random variables with mean \( \mu \) (\( 0 < \mu < \infty \)). Set \( S_n = \sum_{k=1}^{n} \xi_k, n \geq 0 \), and suppose that \( \{B_n, n \geq 1\} \) are positive normalizing coefficients such that

\[
\frac{S_n - n\mu}{B_n} \xrightarrow{d} G_\alpha \text{ as } n \to \infty, \quad (3.10)
\]

where \( G_\alpha \) is (a random variable distributed according to) a stable law with index \( \alpha \) (\( 1 < \alpha \leq 2 \)) and let \( X \) be the stable process whose one-dimensional marginal distribution at \( t = 1 \) is \( G_\alpha \). Finally, set, for \( t \geq 0 \),

\[
X_n(t, \omega) = \frac{S_{\lfloor nt \rfloor}(\omega) - \lfloor nt \rfloor \mu}{B_n} \quad \text{and} \quad Z_n(t, \omega) = \frac{\nu(nt, \omega) - nt/\mu}{B_n} \mu^{1+(1/\alpha)}.
\]

**Theorem 3.2.**

(i) Under the above assumptions we have

\[
Z_n \xrightarrow{M_1} -X \text{ as } n \to \infty. \quad (3.11)
\]

(ii) If \( 1 < \alpha < 2 \) and, moreover, \( X \) is a strictly asymmetric stable process without positive jumps, then

\[
Z_n \xrightarrow{J_1} -X \text{ as } n \to \infty. \quad (3.12)
\]

**Proof.** (ii) The proof of the second half of the theorem is very much like the proof of Theorem 3.1, so we begin with that part. We follow Gut (1975a). Set

\[
Y_n(t, \omega) = \frac{1}{B_n} \sum_{k=1}^{\lfloor nt \rfloor} (\xi_k(\omega) - \mu) \quad (t \geq 0). \quad (3.13)
\]

It follows from Theorem 2.2 (cf. (3.5)) that

\[
\mu^{1/\alpha} \cdot Y_n \xrightarrow{J_1} X \text{ as } n \to \infty. \quad (3.14)
\]

Set

\[
Z_n'(t, \omega) = \mu^{1/\alpha} \cdot \frac{nt - \mu \nu(nt, \omega)}{B_n} \quad (t \geq 0). \quad (3.15)
\]
By (3.14) and (3.3.2) we then have
\[ Z_n' \frac{J_n}{J_n} \rightarrow X \quad \text{as} \quad n \rightarrow \infty, \] (3.16)
provided we can show (cf. (3.8)) that
\[ \frac{1}{B_n} \cdot \sup_{0 \leq t \leq b} \xi_n(nt) \overset{P}{\rightarrow} 0 \quad \text{as} \quad n \rightarrow \infty \quad \text{for every} \quad b > 0. \] (3.17)

It suffices to prove (3.17) for \( b = 1 \). To this end we define the largest positive jump function, \( J^+ : [0, 1] \rightarrow \mathbb{R} \), as follows;
\[ J^+(x) = \sup_{0 \leq t \leq 1} (x(t) - x(t^-)). \] (3.18)

**Lemma 3.1.** \( J^+ \) is \( J_1 \)-continuous on \([0, 1] \).

**Proof.** Let \( \{x_n, n \geq 1\} \) and \( x \) be elements of \( D \), such that
\[ x_n \rightarrow x(J_1) \quad \text{as} \quad n \rightarrow \infty. \] (3.19)
This means (cf. Definition A.3.4) that there exists a sequence \( \{\lambda_n, n \geq 1\} \) in \( \Lambda = \{\lambda: \lambda \text{ is a strictly increasing, continuous mapping of } [0, 1] \text{ onto itself, } \lambda(0) = 0, \lambda(1) = 1\} \), such that
\[ \sup_{0 \leq t \leq 1} |(x_n \circ \lambda_n)(t) - x(t)| \rightarrow 0 \quad \text{and} \quad \sup_{0 \leq t \leq 1} |\lambda_n(t) - t| \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty. \] (3.20)
Now, because of the uniform convergence of \( x_n \circ \lambda_n \) to \( x \) it follows that
\[ J^+(x_n \circ \lambda_n) \rightarrow J^+(x)(J_1) \quad \text{as} \quad n \rightarrow \infty. \] (3.21)
However, since \( J^+(x_n \circ \lambda_n) = J^+(x_n) \), we conclude that
\[ J^+(x_n) \rightarrow J^+(x)(J_1) \quad \text{as} \quad n \rightarrow \infty, \] (3.22)
which proves the lemma. \( \square \)

We now apply Lemma 3.1 and the continuous mapping theorem (Theorem A.3.5) to (3.14) restricted to \([0, 1] \). Since, by assumption,
\[ J^+(X) = 0, \] (3.23)
we have
\[ J^+(Y_n) \overset{P}{\rightarrow} 0(J_1) \quad \text{as} \quad n \rightarrow \infty, \] (3.24)
and (3.17) follows.

We have thus verified that (3.16) holds, from which (3.12) is immediate.

(i) Reviewing the proof of (ii) we find that the assumption that there were no positive jumps was crucial for (3.17). In the setting of (i) we would,
by the same procedure, arrive at $J^+(Y_n) \overset{p}{\to} J^+(X)$ as $n \to \infty$, where the convergence is in the $J_1$-topology (and, hence, also in the $M_1$-topology), but, since $J^+(X)$ is nonzero with positive probability we cannot proceed by that method (see also Remark 3.5 below).

Instead of studying the first passage times directly we proceed via the supremum. Define, for $n \geq 0$,

$$S_n^* = \max_{0 \leq k \leq n} S_k \quad \text{and} \quad X_n^*(t, \omega) = \frac{S_{\lfloor nt \rfloor}^*(\omega) - nt\mu}{B_n} \quad (t \geq 0). \quad (3.25)$$

**Lemma 3.2.** Let $\{x_n, n \geq 1\}$ and $x$ be elements of $D$ and set $x_n^*(t) = \sup_{0 \leq s \leq t} x_n(s) \ (t \geq 0)$. If $(x_n - c_nI) \to x(M_1)$ as $n \to \infty$ then

$$(x_n^* - c_nI) \to x(M_1) \quad \text{as} \quad n \to \infty, \quad (3.26)$$

where $I$ is the identity $(I(t) = t)$ and $\{c_n, n \geq 1\}$ are constants tending to $+\infty$ as $n \to \infty$.

This is Theorem 6.3(ii) of Whitt (1980). In Whitt (1980), Theorem 6.2(ii) it is shown that the lemma can be strengthened to hold in the $J_1$-topology provided $x$ has no negative jumps.

Let us now use Lemma 3.2 to conclude that

$$X_n^* \overset{M_1}{\to} X \quad \text{as} \quad n \to \infty. \quad (3.27)$$

This is seen as follows. Since $X_n \overset{J_1}{\to} X$ as $n \to \infty$ and since the $M_1$-topology is weaker than the $J_1$-topology it follows that

$$X_n \overset{M_1}{\to} X \quad \text{as} \quad n \to \infty. \quad (3.28)$$

Now, since $B_n$ varies regularly with exponent $\alpha \ (1 < \alpha \leq 2)$ it follows that $n\mu/B_n \to +\infty$ as $n \to \infty$. Thus, by applying Theorem A.3.7, Lemma 3.2 and arguments like those of Example A.3.1 to (3.28) we obtain (3.27).

Next we observe that $\{\nu(t), t \geq 0\}$ is also the first passage time process for the sequence of suprema, $\{S_n^*, n \geq 0\}$, but, since the latter is nondecreasing we can interpret the first passage time process and the supremum process as (generalized) inverses of each other. The following lemma states that inversion together with translation is an $M_1$-continuous functional.

**Lemma 3.3.** Let $\{x_n, n \geq 1\}$ be random elements of $D_0$, which are unbounded above and such that $x_n(0) \geq 0$ and set $z_n(t) = \inf \{s: x_n > t\} \ (t \geq 0)$. If $c_n(x_n - I) \to x(M_1)$ as $n \to \infty$ with $x(0) = 0$, then

$$c_n(z_n - I) \to -x(M_1) \quad \text{as} \quad n \to \infty, \quad (3.29)$$

where $I$ and $\{c_n, n \geq 1\}$ are as in Lemma 3.2.
This is (essentially) Theorem 7.5 of Whitt (1980). In the case when \( x \) has no positive jumps the statement can be strengthened to a result relative to the \( J_1 \)-topology (see Whitt (1980), Theorem 7.3). In that case we do, however, not assume that the elements are nondecreasing; as above, the proof uses composition, not inversion. (Theorem 7.3 of Whitt (1980) actually combines Lemmas 3.2 and 3.3.)

In order to apply Lemma 3.3 we first have to identify our process with the notation of the lemma. We first observe that

\[
X_n^*(t, \omega) = \frac{n \mu}{B_n} \left( \frac{S_{\lfloor nt \rfloor}^*(\omega)}{n \mu} - t \right) \quad (t \geq 0).
\]

Furthermore,

\[
\nu(nt\mu) = \frac{1}{n} \cdot \inf \left\{ u : S_{\lfloor u \rfloor} > nt\mu \right\} = \frac{1}{n} \cdot \inf \left\{ u : S_{\lfloor u \rfloor}^* > nt\mu \right\}
\]

\[
= \inf \left\{ u : S_{\lfloor nu \rfloor}^* > nt\mu \right\} = \inf \left\{ u : \frac{S_{\lfloor nu \rfloor}}{n \mu} > t \right\}.
\]

Next, set

\[
\tilde{Z}_n(t, \omega) = \frac{\nu(nt\mu, \omega) - nt}{B_n} = \frac{n \mu}{B_n} \left( \frac{\nu(nt\mu, \omega)}{n} - t \right) \quad (t \geq 0),
\]

and recall from above that \( n\mu/B_n \to +\infty \) as \( n \to \infty \).

By (3.27), Theorem A.3.7, Lemma 3.3 and the arguments of Example A.3.1 we now obtain

\[
\tilde{Z}_n \xrightarrow{M_1} -X \quad \text{as} \quad n \to \infty.
\]

We finally make a change of variable, \( t \to t/\mu \). The conclusion then follows from the fact that \( b \cdot X(t) \) and \( X(b^\alpha t) \) have the same distribution (cf. the end of the proof of Theorem 2.2).

Theorem 3.2(i) is due to Bingham (1973), Theorem 1b, who also treats the case \( 0 < \alpha < 1 \). Theorem 3.2(ii) is due to Gut (1975a). We also mention Iglehart and Whitt (1971), Vervaat (1972a,b) and Whitt (1980). If \( \alpha = 2 \) and \( \text{Var} \xi_1 = \sigma^2 < \infty \) we rediscover Theorem 3.1.

**Remark 3.1.** Since the projections \( \pi_{t_1, \ldots, t_k} \) from \( D \) to \( R^k \) are continuous at every \( x \) such that \( x \) is continuous at \( t_1, \ldots, t_k \), the finite-dimensional distributions converge. In particular, Theorem 3.5.2 follows.

**Remark 3.2.** Note that (3.27) is a functional version of Theorem 4.4.4. We shall return to this result below, see Theorem 5.2.

**Remark 3.3.** The first passage time function is not \( J_1 \)-continuous in general. It is, however, \( J_1 \)-continuous at strictly increasing elements and \( M_1 \)-continuous at elements, \( x \), such that \( x \neq 0 \) on \( [0, \delta] \) for any \( \delta > 0 \). For increasing elements
the $M_1$-continuity follows from the symmetric role played by the coordinates in the parametric representation; for the general case we also use the continuity of the supremum function (cf. Whitt (1980), Section 7).

Remark 3.4. It follows immediately from Lemma 3.1 that if $\{x_n, n \geq 1\}$ are elements of $D$ without positive jumps and such that $x_n \to x(J_1)$ as $n \to \infty$, where $x \in D$, then $x$ has no positive jumps. Similarly for negative jumps.

Remark 3.5. A first consequence of the previous remark is that, since $Z_n$ as defined in Theorem 3.2 has no negative jumps (i.e., $-Z_n$ has no positive jumps), we can obtain $J_1$-convergence in Theorem 3.2(ii) only when the limiting stable process has no positive jumps, that is, only for the case considered there.

Remark 3.6. Secondly, if $\{x_n, n \geq 1\}$ all belong to $C$ and if $x_n \to x(J_1)$ as $n \to \infty$, then $x \in C$ and, hence, $x_n \to x(U)$ as $n \to \infty$.

Remark 3.7. A further consequence of Remark 3.4 is that if we assume that the conclusion of Lemma 3.2 is true relative to the $J_1$-topology, then $x$ has no negative jumps; namely, since $x_n^* - c_n I$ has no negative jumps, neither has $x$. Similarly for Lemma 3.3. Also, if both lemmas hold relative to the $J_1$-topology, then $x \in C$ (see also Whitt (1980), Theorem 7.4).

5.4 A Stopped Two-Dimensional Random Walk

Let $\{(\xi_k, \eta_k), k \geq 1\}$ be i.i.d. two-dimensional random variables such that $\mu_\eta = E\eta_1$ exists and $0 < \mu_\xi = E\xi_1 < \infty$. Moreover, set $U_n = \sum_{k=1}^n \xi_k$ and $V_n = \sum_{k=1}^n \eta_k$, $n \geq 1$, and let all random variables with index 0 be equal to 0. Finally, $\tau(t) = \min\{n : U_n > t\}$ ($t \geq 0$).

We first suppose that the variances $\sigma_\xi^2$ and $\sigma_\eta^2$ are finite. Define

$$Z_n(t, \omega) = \frac{V_{\tau(nt, \omega)}(\omega) - \frac{\mu_\eta}{\mu_\xi} nt}{\gamma \mu_\xi^{-3/2} \sqrt{n}} (t \geq 0),$$

where $\gamma^2 = \text{Var}(\mu_\xi \eta_1 - \mu_\eta \xi_1)$ is assumed to be positive.

Theorem 4.1. $Z_n \xrightarrow{J_1} W$ as $n \to \infty$.

The proof consists of modifying the proof of Theorem 3.1 in the same way as the proof of Theorem 4.2.3(i) was obtained by modifying the proof of Theorem 3.5.1.

By making a corresponding modification of the proof of Theorem 3.2 we obtain the following result.

Theorem 4.2. Suppose that $\{B_n, n \geq 1\}$ are positive normalizing coefficients such that
\[
\frac{\mu_\eta U_n - \mu_\xi V_n}{B_n} \xrightarrow{d} G_\alpha \quad \text{as} \quad n \to \infty \quad (4.2)
\]
\[
\frac{U_n - n\mu_\xi}{a B_n} \xrightarrow{d} G_\alpha \quad \text{as} \quad n \to \infty \quad \text{for some} \quad a > 0,
\]
where \(G_\alpha\) is (a random variable distributed according to) a stable law with index \(\alpha\), \(1 < \alpha \leq 2\), and let \(X\) be a strictly asymmetric stable process without positive jumps, whose one-dimensional distribution at \(t = 1\) is \(G_\alpha\). Set
\[
Z_n(t, \omega) = \frac{V_{\tau(nt,\omega)}(\omega) - \frac{nt}{\mu_\xi}}{B_n} \cdot \mu_\xi^{1+1/\alpha} \quad (t \geq 0).
\]
(4.4)

Then
\[
Z_n \xrightarrow{J_1} - X \quad \text{as} \quad n \to \infty.
\]
(4.5)

Theorem 4.1 is due to Gut and Janson (1983). We also mention H"ogfeldt (1977) for related results.

Theorems 4.2.3(i) and 4.2.5 are special cases of the above results and, as before, multidimensional versions follow. However, a result like Theorem 4.2.8 is, of course, not included in these multidimensional results. A weak convergence result including Theorem 4.2.8 as a special case is the following (see Gut and Janson (1983), for further details).

For \(t \geq 0\) we define
\[
X_n^U(t, \omega) = \frac{U_{[nt]}(\omega) - [nt]\mu_\xi}{\sqrt{n}}, \quad X_n^V(t, \omega) = \frac{V_{[nt]}(\omega) - [nt]\mu_\eta}{\sqrt{n}},
\]
\[
Z_n^\tau(t, \omega) = \frac{\tau(nt, \omega) - nt/\mu_\xi}{\sqrt{n}}, \quad Z_n^V(t, \omega) = \frac{V_{\tau(nt, \omega)}(\omega) - nt\mu_\eta/\mu_\xi}{\sqrt{n}}.
\]

Furthermore, let \(A_{\xi, \eta}\) denote the covariance matrix of \((\xi, \eta)\).

By our previous results each of the four processes converges to a Wiener process in \(D[0, \infty)\). Also, by Donsker’s theorem \((X_n^U, X_n^V)\) converges to a two-dimensional Wiener process, whose covariance matrix at \(t = 1\) equals \(A_{\xi, \eta}\). However, the following is true (see Gut and Janson (1983), Theorem 5).

**Theorem 4.3.**

\[
(X_n^U(\cdot/\mu_\xi), X_n^V(\cdot/\mu_\eta), Z_n^\tau(\cdot), Z_n^V(\cdot))
\]

\[
\Rightarrow J_2 \left( W_1, W_2, -\frac{1}{\mu_\xi}W_1, W_2 - \frac{\mu_\eta}{\mu_\xi}W_1 \right) \quad \text{as} \quad n \to \infty,
\]

where the limit process is a two-dimensional Wiener process in \(R^4\). The covariance matrix of \((W_1, W_2)\) at \(t = 1\) equals \(\mu_\xi^{-1}A_{\xi, \eta}\).
By defining
\[ \nu(t) = \min\{n : V_n > t\} \quad \text{and} \quad Z_n'(t, \omega) = \frac{\nu(nt, \omega) - nt/\mu}{\sqrt{n}} \quad (t \geq 0), \quad (4.6) \]
the following result (see Gut and Janson (1983), Theorem 6) can be obtained.

**Theorem 4.4.**

\[ (\mu \xi Z_n'(\mu \xi), \mu \eta Z_n'(\mu \eta)) \xrightarrow{J_1} (W_1, W_2) \quad \text{as} \quad n \to \infty, \]

where \((W_1, W_2)\) is a two-dimensional Wiener process, whose covariance matrix at \(t = 1\) equals \(\Lambda_{\xi, \eta}\). In particular, the stopping times \(\tau(t)\) and \(\nu(t)\) are jointly asymptotically normally distributed as \(t \to \infty\).

### 5.5 The Maximum of a Random Walk with Positive Drift

This quantity has already been considered in the proof of Theorem 3.2(i).

By using Lemma 4.4.1 and Theorem 4.1 (recall Remark 4.2.10) the following functional version of Theorem 4.4.3(i) is immediate.

Let \(\{\xi_k, k \geq 1\}\) be i.i.d. random variables with mean \(\mu\) \((0 < \mu < \infty)\) and variance \(\sigma^2\) \((0 < \sigma^2 < \infty)\) and set

\[ X_n(t, \omega) = \frac{S_{[nt]}(\omega) - [nt]\mu}{\sigma\sqrt{n}} \quad \text{and} \quad X^*_n(t, \omega) = \frac{S^*_{[nt]}(\omega) - nt\mu}{\sigma\sqrt{n}} \quad (t \geq 0), \quad (5.1) \]

where \(S_n = \sum_{k=1}^n \xi_k, S^*_n = \max_{0 \leq k \leq n} S_k\) and \(S_0 = 0\).

**Theorem 5.1.** \(X^*_n \xrightarrow{J_1} W\) as \(n \to \infty\).

**Remark 5.1.** Note that we can subtract \([nt]\mu\) or \(nt\mu\) in (5.1) without affecting the conclusion.

The functional version of Theorem 4.4.4 follows similarly.

**Theorem 5.2.**

(i) Under the assumptions of Theorem 3.2(i) we have

\[ X^*_n \xrightarrow{M_1} X \quad \text{as} \quad n \to \infty. \quad (5.2) \]

(ii) If \(1 < \alpha < 2\) and, moreover, \(X\) is a strictly asymmetric stable process without negative jumps, then

\[ X^*_n \xrightarrow{J_1} X \quad \text{as} \quad n \to \infty. \quad (5.3) \]

**Remark 5.2.** Note that (5.2) is the same as (3.27), but that the proof is different.

**Remark 5.3.** By recalling Remark 3.4 (and switching \(X\) to \(-X\)) it follows that \(J_1\)-convergence can only hold in Theorem 5.2 for the case considered, in view of the fact that \(X^*_n\) has no negative jumps (cf. Remark 3.5).
5.6 First Passage Times Across General Boundaries

Next we consider extensions of Theorems 4.5.6 and 4.5.7 when \( a(y) = y^\beta \) (\( 0 \leq \beta < 1 \)). Let \( \{\xi_k, k \geq 1\} \) be i.i.d. random variables with mean \( \mu \) (\( 0 < \mu < \infty \)), set \( S_n = \sum_{k=1}^n \xi_k, \ n \geq 0 \), and define, for some \( \beta \) (\( 0 \leq \beta < 1 \))

\[
\nu(t) = \min\{n : S_n > t \cdot n^\beta\} \quad (t \geq 0).
\]

(6.1)

The case \( \beta = 0 \) corresponds to the situation discussed in Section 5.3. We define \( \lambda(t) \) as in Section 4.5, that is, we have \( \lambda(t) = (t/\mu)^{1/(1-\beta)} \), \( t \geq 0 \), (since the slowly varying part is identically equal to one).

Suppose that \( \text{Var} \xi_1 = \sigma^2 < \infty \) and set

\[
Z_n(t, \omega) = \frac{\nu(nt, \omega) - \lambda(nt)}{\sigma(\mu(1-\beta))^{-1/2} \lambda(n)} \quad (t \geq 0).
\]

(6.2)

**Theorem 6.1.** \( Z_n \overset{J_1}{\Rightarrow} W' \) as \( n \to \infty \), where \( W'(t) = W(t^{1/(1-\beta)}) \) \( (t \geq 0) \).

**Outline of Proof.** We follow the pattern of the proof of Theorem 3.1. For simplicity we treat \( n \) as a continuous parameter.

Define the random time change

\[
\Phi_n(t, \omega) = \frac{\nu((nt)^{1-\beta}, \omega)}{n} \quad (t \geq 0)
\]

(6.3)

and set

\[
Y_n(t, \omega) = \frac{1}{\sigma \sqrt{n}} \sum_{k=1}^{(nt)^{1-\beta}, \omega} (\xi_k(\omega) - \mu) \quad (t \geq 0).
\]

(6.4)

By modifying the proof of Theorem 2.1 (recall Theorem 4.5.2) we obtain (cf. (3.5))

\[
\mu^{1/2(1-\beta)} \cdot Y_n \overset{J_1}{\Rightarrow} W \quad \text{as} \quad n \to \infty.
\]

(6.5)

Next we define

\[
Z^*_n(t, \omega) = \frac{(nt)^{1-\beta} \cdot \nu^\beta((nt)^{1-\beta}, \omega) - \mu \cdot \nu((nt)^{1-\beta}, \omega)}{\sigma \sqrt{n}} \quad (t \geq 0).
\]

(6.6)

By continuing as in the last part of the proof of Theorem 3.1 it follows that

\[
-\mu^{1/2(1-\beta)} \cdot Z^*_n \overset{J_1}{\Rightarrow} W \quad \text{as} \quad n \to \infty.
\]

(6.7)

For the case \( \beta = 0 \) this reduces to Theorem 3.1. For the case \( 0 < \beta < 1 \) we first change the time scale, which yields

\[
Z^*_n \overset{J_1}{\Rightarrow} W' \quad \text{as} \quad n \to \infty,
\]

(6.8)
where
\[ Z_n^{**}(t, \omega) = \frac{\mu \nu(nt, \omega) - nt \nu^\beta(nt, \omega)}{\sigma n^{1/2(1-\beta)}} \cdot (1 - \beta) \nu^{\beta(nt, \omega)} \cdot \frac{1}{\sigma \mu^{-1} \sqrt{\lambda(n)}} \cdot (t \geq 0). \] (6.9)

Finally, by using Taylor expansion (cf. Section 4.5) it is possible to show that
\[ \sup_{0 \leq t \leq b} |Z_n^{**}(t) - Z_n(t)| \overset{p}{\rightarrow} 0 \] as \( n \to \infty \) for every \( b > 0 \), \( (6.10) \)
which, together with (6.8) and Theorem A.3.8, proves the conclusion. \( \square \)

**Remark 6.1.** Theorem 6.1 is (for \( 0 < \beta < 1 \)) due to Gut (1973). Since the general idea of the proof is as before, but the technicalities are much more complicated we have preferred to give only an outline of the proof and we refer to the original paper for the details.

The following theorem, in which the variance need not be finite is due to Gut (1975a). Since the details get still more involved we confine ourselves to stating the theorem. Very briefly speaking, the proof consists of generalizing the proof of Theorem 3.2 along the same lines as in the proof of the previous result.

We thus assume that (3.10) holds, that \( \{X_n, n \geq 1\} \) is given as in Theorem 3.2 and define
\[ Z_n(t, \omega) = \frac{\nu(nt, \omega) - \lambda(nt)}{B(n^{1/(1-\beta)})} \cdot (1 - \beta) \mu^{1+(1/\alpha(1-\beta))} \cdot (t \geq 0), \] (6.11)
where \( B(y) = B_{|y|} \) for \( y > 0 \).

**Theorem 6.2.**

(i) For \( 1 < \alpha \leq 2 \) we have
\[ Z_n \overset{M}{\rightarrow} -X' \] as \( n \to \infty \), \( (6.12) \)
where \( X'(t) = X(t^{1/(1-\beta)}) \), \( t \geq 0 \).

(ii) If \( 1 < \alpha < 2 \) and, moreover, \( X \) is a strictly asymmetric stable process without positive jumps, then
\[ Z_n \overset{J_1}{\rightarrow} -X' \] as \( n \to \infty \). \( (6.13) \)

For a generalization of Theorem 6.2 to more general processes we refer to Lindberger (1978), Theorem 2.
5.7 The Law of the Iterated Logarithm

We close this chapter by presenting some results related to Strassen’s (1964) strong invariance principle. For preliminary material we refer to Section A.4 and the references given there.

Let \( \{\xi_k, k \geq 1\} \) be i.i.d. random variables with mean 0 and variance 1 (for simplicity) and define, for \( n \geq 3 \),

\[
X_n(t, \omega) = \frac{1}{\sqrt{2n \log \log n}} S_{[nt]}(\omega) \quad (t \geq 0),
\]

where \( S_n = \sum_{k=1}^{n} \xi_k, n \geq 0 \).

Strassen’s famous result asserts that, with probability 1, the sequence \( \{X_n, n \geq 3\} \) is relatively compact in the uniform topology and that the set of its limit points coincides with \( K \), where

\[
K = \left\{ x \in AC[0, \infty) : x(0) = 0 \text{ and } \int_0^{\infty} (x'(t))^2 dt \leq 1 \right\} \quad (7.2)
\]

(cf. Theorem A.4.1 and Remark A.4.2).

Stopped Random Walks

The first result below corresponds to Theorem 2.1, which was an Anscombe-version of Donsker’s theorem. Thus, suppose, as in Section 5.2, that \( \{N(t), t \geq 0\} \) is a nondecreasing family of positive, integer valued random variables such that

\[
\frac{N(t)}{t} \xrightarrow{a.s.} \theta \quad (0 < \theta < \infty) \quad \text{as} \quad t \to \infty. \quad (7.3)
\]

Further, define, for \( n \geq 3 \),

\[
Y_n(t, \omega) = \frac{1}{\sqrt{2n \log \log n}} S_{N(nt, \omega)}(\omega) \quad (t \geq 0). \quad (7.4)
\]

**Theorem 7.1.** The sequence \( \{\theta^{-1/2} \cdot Y_n, n \geq 3\} \) is, with probability 1, relatively compact (in the uniform topology) and the set of its limit points coincides with \( K \).

This is a special case of Serfozo (1975), Corollary 2.3.

Just as in Section 5.2 we can also stop the random walk at \( t \cdot N(n) \) \((0 \leq t \leq 1)\) instead of at \( N(nt) \) \((0 \leq t \leq 1)\). We then suppose that (7.3) holds and define, for \( n \geq 3 \),

\[
Y'_n(t, \omega) = \frac{1}{\sqrt{2N(n, \omega) \log^+ \log^+ N(n, \omega)}} S_{[t \cdot N(n, \omega)]}(\omega) \quad (0 \leq t \leq 1) \quad (7.5)
\]

and

\[
Y''_n(t, \omega) = \frac{1}{\sqrt{2\theta n \log \log n}} S_{[t \cdot N(n, \omega)]}(\omega) \quad (0 \leq t \leq 1). \quad (7.6)
\]
Theorem 7.2. The sequences \( \{Y'_n, n \geq 3\} \) and \( \{Y''_n, n \geq 3\} \) are, with probability 1, relatively compact (in the uniform topology) and the set of their limit points coincides with \( K \) as defined in (A.4.4).

For this result we refer to Huggins (1985) and Chang and Hsiung (1983), who treat (7.5) and (7.6) (with \( \theta = 1 \)), respectively—see also Hall and Heyde (1980), Chapter 4. Note that it is easy to see that the set of limit points is contained in \( K \). The difficulty is to prove equality.

First Passage Times for Random Walks with Positive Drift

Consider the setup of Chapter 3 and Section 5.3 of the present chapter, that is, let \( \{\xi_k, k \geq 1\} \) be i.i.d. random variables with positive, finite mean \( \mu \) and variance \( \sigma^2 \). Set, for \( n \geq 3 \),

\[
X_n(t, \omega) = \frac{1}{\sqrt{2\sigma^2 n \log \log n}} (S_{[nt]}(\omega) - [nt] \mu) \quad (t \geq 0),
\]

(7.7)

let \( \nu(t) = \min\{n : S_n > t\} \), \( t \geq 0 \), and define

\[
Z_n(t, \omega) = \frac{\nu(nt, \omega) - nt/\mu}{\sqrt{2n\sigma^2 \mu^{-3} \log \log n}} \quad (t \geq 0).
\]

(7.8)

Theorem 7.3. The sequence \( \{Z_n, n \geq 3\} \) is, with probability 1, relatively compact and the set of its limit points coincides with \( K \).

Theorem 7.3 is due to Vervaat (1972a,b), who uses continuous mapping results. We also mention Horváth (1984a), where strong approximation results are used (under higher moment assumptions). This means that the theorem is first proved for Brownian motion, after which it is shown that the uniform distance between \( Z_n \) and the corresponding object for Brownian motion tends to 0 sufficiently rapidly.

For the case of first passage times across more general boundaries (cf. Sections 4.5 and 5.6) we refer to Horváth (1984b), where also more general situations are investigated.

A Stopped Two-Dimensional Random Walk

We use the notations and assumptions of Section 5.4 above. Further, define, for \( n \geq 3 \),

\[
Z_n(t, \omega) = \frac{V_{\tau(nt, \omega)}(\omega) - \frac{\mu_n}{\mu_\xi} nt}{\sqrt{2\gamma^2 \mu_\xi^{-3} n \log \log n}} \quad (t \geq 0).
\]

(7.9)

Theorem 7.4. The sequence \( \{Z_n, n \geq 3\} \) is, with probability 1, relatively compact and the set of its limit points coincides with \( K \).

For strong approximation theorems in the vector valued case (cf. (4.2.44)) we refer to Horváth (1984c, 1986).
The Maximum of a Random Walk with Positive Drift

Consider the random walk of Section 5.5, but set, for \( n \geq 3 \),

\[ X^*_n(t, \omega) = \frac{S^*_n(\omega) - nt\mu}{\sqrt{2\sigma^2 n \log \log n}} \quad (t \geq 0), \tag{7.10} \]

where \( S^*_n = \max_{0 \leq k \leq n} S_k \).

**Theorem 7.5.** The sequence \( \{X^*_n, n \geq 3\} \) is, with probability 1, relatively compact and the set of its limit points coincides with \( K \).

This result follows immediately from the previous one (recall Remark 4.2.10), but it can also be deduced from Strassen’s result, see Vervaat (1972a,b) (recall Remark 5.2).

5.8 Further Results

There exist more general functional limit theorems for the supremum functional and the inverse functional. Note, for example, that Lemmas 3.2 and 3.3 are statements about elements in \( D[0, \infty) \) and \( D_0[0, \infty) \) and that no i.i.d. assumptions are required in order to apply them. As a consequence one can prove that whenever a random process in \( D[0, \infty) \), suitably normalized, converges weakly, say, then so does the supremum functional, properly normalized. Similarly, whenever a random process in \( D_0[0, \infty) \) converges so does its inverse (again, with proper normalizations). This also implies that there is equivalence between convergence for a (normalized) increasing process and convergence for the (normalized) inverse process (or, equivalently, the first passage time process). By employing such arguments it follows that, for renewal processes, there is equivalence between Donsker’s theorem and the conclusion of Theorem 3.1 (although, in this case, the converse might not seem very useful). For more on this we refer to Iglehart and Whitt (1971), Vervaat (1972a,b), Serfozo (1975), Lindberger (1978), Whitt (1980) and further references given there.
Renewal theory can be generalized in various ways. The first generalization is to leave the assumption of nonnegativity of the summands. This topic was covered in Chapter 3 and onwards. The next one was considered in Section 4.5, namely “time dependent” boundaries. Since the appearance of the first edition of this book in 1988 research in the area has moved on. In this chapter we present some of the post-1988 development.

Recalling the model in Section 4.5, we note that the processes, that is, the random walks, are linear whereas the boundaries to be crossed are nonlinear. A generalization of this setting was initiated by Lai and Siegmund (1977, 1979), see also Woodroffe (1982) and Siegmund (1985), who introduced the concept of nonlinear renewal theory, where instead the processes are nonlinear and the boundaries are linear. This model will be briefly touched upon in Section 6.1. Since, as it turns out, the conditions in nonlinear renewal theory involve finite variance (as well as a number of technical assumptions), the remainder of the chapter will be devoted to a further extension—perturbed random walks—for which we present results corresponding to those presented earlier in this book. Basic sources for these are Gut (1992, 1997). The chapter closes with a brief outlook on further extensions and generalizations and some problems.

6.1 Introduction

We thus begin by introducing nonlinear renewal theory, after which we turn to perturbed random walks which are the main topic of the chapter.

The setup as described in the seminal papers Lai and Siegmund (1977, 1979) is the family of first passage times
\[ \nu(t) = \min\{n : Z_n > t\}, \quad t \geq 0, \]
where
\[ Z_n = S_n + \xi_n, \quad n \geq 1, \quad (1.1) \]
and where, in turn, \( \{ S_n, n \geq 1 \} \) is a random walk and \( \{ \xi_n, n \geq 1 \} \) a sequence of random variables that is

1. *slowly changing*, i.e.,
\[
    n^{-1} \max_{1 \leq k \leq n} |\xi_k| \xrightarrow{p} 0 \quad \text{as} \quad n \to \infty;
\]

2. uniformly continuous in probability, viz., for every \( \varepsilon > 0 \) there exists \( \delta > 0 \), such that
\[
    P(\max_{1 \leq k \leq n \delta} |\xi_n + k - \xi_n| > \varepsilon) < \varepsilon \quad \text{for all} \quad n \geq n_0 \quad \text{some} \quad n_0;
\]

3. component-wise independent of the future of the random walk, viz.,
\[
    \xi_n \quad \text{is independent of} \quad \{ X_k, k > n \} \quad \text{for all} \quad n.
\]

**Remark 1.1.** Condition (1.3) is equivalent to the Anscombe condition (A) in Section 1.3.

The additional assumptions and conditions in these general results are rather technical and we refer to the original sources for details.

As for an important special case, suppose that \( Y_1, Y_2, \ldots \) are i.i.d. random variables with positive finite mean, \( \theta \), and finite variance, \( \tau^2 \), and that \( g \) is a positive function, that is twice continuously differentiable in some neighborhood of \( \theta \). Finally, set
\[
    Z_n = n \cdot g(\bar{Y}_n), \quad n \geq 1,
\]
where \( \bar{Y}_n = \frac{1}{n} \sum_{k=1}^{n} Y_k, \quad n \geq 1 \), and consider the family of first passage times
\[
    \nu(t) = \min\{ n : n \cdot g(\bar{Y}_n) > t \}, \quad t \geq 0.
\]

Although this case is less general it covers many important applications—some examples will be given in Section 6.9. On the other hand, the conditions involved in these examples are fewer and simpler.

To see that \( \{ Z_n, n \geq 1 \} \) as just defined fulfills the requirements of a nonlinear renewal process one makes a Taylor expansion of \( g \) at \( \theta \). This yields
\[
    Z_n = n \cdot g(\theta) + n \cdot g'(\theta)(\bar{Y}_n - \theta) + n \cdot \frac{g''(\rho_n)}{2}(\bar{Y}_n - \theta)^2,
\]
where \( \rho_n = \rho_n(\omega) \) lies between \( \theta \) and \( \bar{Y}_n \).

Next, set \( X_k = g(\theta) + g'(\theta)(Y_k - \theta), \quad k \geq 1 \). Then \( X_k, k \geq 1 \), are i.i.d. random variables with mean \( \mu = g(\theta) + g'(\theta) \cdot 0 = g(\theta) > 0 \) and variance \( \sigma^2 = \tau^2(g'(\theta))^2 \). The random walk component, \( \{ S_n, n \geq 1 \} \), is given by
\[
    S_n = \sum_{k=1}^{n} X_k = \sum_{k=1}^{n} (g(\theta) + g'(\theta)(Y_k - \theta)), \quad n \geq 1.
\]
Furthermore, in view of the continuity of $g''$ and the strong law of large numbers,

$$\frac{1}{n} \cdot \frac{n \cdot g''(\rho_n)}{2} (\bar{Y}_n - \theta)^2 \xrightarrow{a.s.} 0 \text{ as } n \to \infty, \quad (1.7)$$

that is, with

$$\xi_n = \frac{ng''(\rho_n)}{2} (\bar{Y}_n - \theta)^2,$$

the sequence $\{\xi_n, n \geq 1\}$ satisfies (1.2). The verification of (1.3) amounts to verifying Anscombe's condition (recall Remark 1.1). For details, see Woodroofe (1982), page 42, Siegmund (1985), page 190. Since, in the following, we shall focus on perturbed random walks we refer to the bibliography for additional references related to nonlinear renewal theory.

In the general case (1.2) implies, roughly speaking, that $\xi_n = o(n)$ as $n \to \infty$. Now, the law of large numbers implies that $S_n = O(n)$ as $n \to \infty$, which means that $Z_n$ as defined in (1.1) is of the form

$$Z_n = O(n) + o(n) \text{ as } n \to \infty, \quad (1.8)$$

which, in turn, suggests the following natural definition.

**Definition 1.1.** A process $\{Z_n, n \geq 1\}$, such that

$$Z_n = S_n + \xi_n, \quad n \geq 1,$$

is called a perturbed random walk if $\{S_n, n \geq 1\}$ is a random walk, whose increments have positive finite mean, and $\{\xi_n, n \geq 1\}$ is a sequence of random variables, such that,

$$\frac{\xi_n}{n} \xrightarrow{a.s.} 0 \text{ as } n \to \infty. \quad (1.9)$$

**Remark 1.2.** Note that we neither assume that the elements of the perturbing process are independent of the future of the random walk (1.4) nor that the Anscombe condition (1.3) is satisfied in the definition.

**Remark 1.3.** For the special case (1.5) it is necessary that $\text{Var} Y_1 < \infty$ for $\{\xi_n, n \geq 1\}$ to be slowly changing (in order to satisfy the Anscombe condition). For, say, the strong law of large numbers to hold this is, obviously, a superfluous assumption and, as we shall see below, it will not be needed in order to prove strong laws for the first passage times.

**Remark 1.4.** Introducing the increments of the perturbing process

$$\eta_1 = \xi_1, \quad \eta_n = \xi_n - \xi_{n-1}, \quad n \geq 2, \quad (1.10)$$

we mention for later use that, since

$$|\eta_1| = |\xi_1| \quad \text{and} \quad |\eta_n| \leq |\xi_n| + |\xi_{n-1}|, \quad n \geq 2, \quad (1.11)$$

it follows from (1.9), in particular, that

$$\frac{\eta_n}{n} \xrightarrow{a.s.} 0 \quad \text{as } n \to \infty.$$
Our aim is to study first passage times of perturbed random walks across “time dependent” boundaries, that is the family \( \{ \nu(t), t \geq 0 \} \) defined by

\[
\nu(t) = \min\{ n : Z_n > t \cdot a(n) \},
\]

where \( \{ Z_n, n \geq 1 \} \) is a perturbed random walk as described in Definition 1.1 and \( a(y) \), for \( y \geq A \) for some \( A > 0 \), is nondecreasing, concave and regularly varying at infinity with exponent \( \beta, 0 \leq \beta < 1 \); cf. Section 4.5.

The plan of this chapter is as follows. In Section 6.2 we present Kolmogorov and Marcinkiewicz–Zygmund strong laws, a central limit theorem, a result on convergence to stable laws and a law of the iterated logarithm for the first passage times. Results for stopped processes and the overshoot are also given. The theorems are of the kind that if the perturbing process is sufficiently nice, the corresponding results are the same as those for random walks. The proofs follow closely the method of stopped random walks described earlier in this book; cf. also Gut (1974a).

Earlier papers in the area are Chow, Hsiung and Yu (1980, 1983), who consider a special form of perturbation and Horváth (1985), who proves strong approximation results.

In order to make the results more concrete we study, in Section 6.3, the special case when \( \{ Z_n, n \geq 1 \} \) is of the form (1.5). However, since we only require that the perturbing process satisfies (1.9), we may use less restrictive conditions than in earlier work in the area.

In Section 6.4 we present an example of a convergence rate result. Sections 6.5 and 6.6 are devoted to results on finiteness of moments in the general case and the special case, respectively, and in Sections 6.7 and 6.8 we consider uniform integrability and moment convergence. Here, however, we must, in addition, assume that, for each \( n \), \( \xi_n \) is independent of \( \{ X_k, k > n \} \), since we need to invoke results on moments and uniform integrability of stopped random walks, for which it is essential that \( \{ \nu(t), t \geq 0 \} \), are stopping times.

In Section 6.9 we provide some examples related to sequential analysis and repeated significance tests, after which, in Sections 6.10 and 6.11, we extend the results from Section 4.2 (Gut and Janson (1983)) to perturbed random walks, which, in turn, are followed, in Section 6.12, by an application to repeated significance tests in two-parameter exponential families. In particular, we mention an example involving the normal distribution where some interesting relations between marginal one-parameter tests and joint tests are briefly hinted at. The basic sources here are Gut and Schwabe (1996, 1999).

The chapter closes with an outlook on further extensions and results and some problems.

### 6.2 Limit Theorems; the General Case

Let \( X_1, X_2, \ldots \) be i.i.d. random variables with positive, finite mean \( \mu \) and partial sums \( \{ S_n, n \geq 1 \} \), let \( \{ \xi_n, n \geq 1 \} \) be a sequence of random variables,
such that

$$\frac{\xi_n}{n} \xrightarrow{\text{a.s.}} 0 \quad \text{as} \quad n \to \infty$$

and let \( \{ \eta_k, k \geq 1 \} \) denote the increments of \( \{ \xi_n, n \geq 1 \} \). The present section is devoted to the study of perturbed random walks \( \{ Z_n, n \geq 1 \} \), defined by

$$Z_n = S_n + \xi_n, \quad n \geq 1,$$

and the associated first passage time processes \( \{ \nu(t), t \geq 0 \} \), defined by

$$\nu(t) = \min\{ n : Z_n > t \cdot a(n) \}.$$

where \( a(y) \), for \( y \geq A \) for some \( A > 0 \), is nondecreasing, concave and regularly varying at infinity with exponent \( \beta \), \( 0 \leq \beta < 1 \). The typical cases to have in mind are

$$a(y) = y^\beta \quad \text{and} \quad a(y) = y^\beta \cdot \log y.$$

The general case is

$$a(y) = y^\beta \cdot L(y),$$

where \( L(y) \) is slowly varying at infinity. We recall that necessary prerequisites and further references to the literature on regular variation can be found in Appendix B.

One final piece of notation is needed. Following Siegmund (1967), cf. also Section 4.5, we define \( \lambda(t) \) to be the solution of the equation

$$t \cdot a(\lambda(t)) = \mu \cdot \lambda(t).$$

If \( t \) is large the solution is unique. Moreover, \( \lambda(t) \to \infty \) as \( t \to \infty \). If \( a(y) = y^\beta \) for some \( \beta \in [0,1) \), then \( \lambda(t) = (t/\mu)^{1/(1-\beta)} \). In particular, if \( a(y) \equiv 1 \), then \( \lambda(t) = t/\mu \).

**Theorem 2.1.**

$$\frac{\nu(t)}{\lambda(t)} \xrightarrow{\text{a.s.}} 1 \quad \text{as} \quad t \to \infty.$$

**Theorem 2.2.** Suppose that \( E|X_1|^r < \infty \) for some \( r, 1 \leq r < 2 \). If

$$\frac{\xi_n}{n^{1/r}} \xrightarrow{\text{a.s.}} 0 \quad \text{as} \quad n \to \infty,$$

then

$$\frac{\nu(t) - \lambda(t)}{(\lambda(t))^{1/r}} \xrightarrow{\text{a.s.}} 0 \quad \text{as} \quad t \to \infty.$$

**Theorem 2.3.** Suppose that \( \sigma^2 = \text{Var} X_1 < \infty \). If

$$\frac{\xi_n}{\sqrt{n}} \xrightarrow{\text{a.s.}} 0 \quad \text{as} \quad n \to \infty,$$

or if

$$\frac{\xi_n}{\sqrt{n}} \xrightarrow{p} 0 \quad \text{as} \quad n \to \infty \quad \text{and}$$

$$\left\{ \frac{\xi_n}{\sqrt{n}}, \quad n \geq 1 \right\} \quad \text{satisfies Anscombe's condition},$$

(2.1)
then
\[
\frac{\nu(t) - \lambda(t)}{\sqrt{(1-\beta)\mu} \sqrt{\lambda(t)}} \overset{d}{\to} N(0,1) \quad \text{as} \quad t \to \infty.
\]

**Theorem 2.4.** Suppose that \( \{B_n, n \geq 1\} \) are normalizing constants, such that
\[
\frac{S_n - n\mu}{B_n} \overset{d}{\to} G_\alpha \quad \text{as} \quad n \to \infty,
\]
where \( G_\alpha \) is (a random variable distributed according to) a stable law with index \( \alpha \) \((1 < \alpha \leq 2)\), and let \( B(y) = B_{\lfloor y \rfloor} \) for \( y > 0 \). If
\[
\frac{\xi_n}{B_n} \overset{p}{\to} 0 \quad \text{as} \quad n \to \infty
\]
and \( \{B(n)^{-1} \cdot \xi_n, n \geq 1\} \) satisfies Anscombe’s condition, then
\[
\frac{\nu(t) - \lambda(t)}{\frac{1}{(1-\beta)\mu} B(\lambda(t))} \overset{d}{\to} -G_\alpha \quad \text{as} \quad t \to \infty,
\]
or, equivalently,
\[
\frac{\nu(t) - \lambda(t)}{(1-\beta)^{-1} \mu^{-1}(1+1/(\alpha(1-\beta))) B(t^{1/(1-\beta)})} \overset{d}{\to} -G_\alpha \quad \text{as} \quad t \to \infty.
\]
Recall that \( C(\{x_n\}) \) denotes the cluster set of the sequence \( \{x_n\} \).

**Theorem 2.5.** Suppose that \( \sigma^2 = \text{Var} \, X_1 < \infty \). If
\[
\frac{\xi_n}{\sqrt{n \log \log n}} \overset{a.s.}{\to} 0 \quad \text{as} \quad n \to \infty,
\]
then
\[
C\left( \left\{ \frac{\nu(t) - \lambda(t)}{\frac{\sigma}{(1-\beta)\mu} \sqrt{2\lambda(t) \log \log t}} , t \geq 3 \right\} \right) = [-1, 1] \quad \text{a.s.}
\]
In particular,
\[
\limsup_{t \to \infty} \left( \liminf_{t \to \infty} \frac{\nu(t) - \lambda(t)}{\sqrt{2\lambda(t) \log \log t}} \right) = \frac{\sigma}{(1-\beta)\mu} \quad \text{a.s.}
\]

**Proof.** The proofs proceed very much like those for random walks; cf. Section 4.5 (or Gut (1974a), Section 3, Gut (1985)). We therefore confine ourselves to giving an outline of the proof of Theorem 2.3.

By Anscombe’s theorem, (Theorem 1.3.1), we have
\[
\frac{S_{\nu(t)} - \nu(t)\mu}{\sigma \sqrt{\nu(t)}} \overset{d}{\to} N(0,1) \quad \text{as} \quad t \to \infty.
\]
Now, if (2.1) holds, then this and the fact that \( \nu(t) \xrightarrow{a.s.} \infty \) as \( t \to \infty \), together imply (Theorem 1.2.1) that
\[
\frac{\xi_{\nu(t)}}{\sqrt{\nu(t)}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty,
\]
and if (2.2) and (2.3) hold, an application of Anscombe’s theorem yields
\[
\frac{\xi_{\nu(t)}}{\sqrt{\nu(t)}} \xrightarrow{p} 0 \quad \text{as} \quad t \to \infty.
\]
In either case it thus follows that
\[
\frac{Z_{\nu(t)} - \nu(t)\mu}{\sigma \sqrt{\nu(t)}} \xrightarrow{d} N(0,1) \quad \text{as} \quad t \to \infty.
\]
Next we observe that
\[
ta(\nu(t)) < Z_{\nu(t)} \leq ta(\nu(t)) + X_{\nu(t)} + \eta_{\nu(t)} \leq ta(\nu(t)) + X_{\nu(t)}^+ + \eta_{\nu(t)}^+. \quad (2.4)
\]
Now, by Theorem 1.2.3, we have
\[
\frac{X_{\nu(t)}^+}{\sqrt{\nu(t)}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty.
\]
Furthermore, in view of (1.11) it follows that assumptions (2.1) and (2.2), respectively, also hold for \( \{\eta_k, k \geq 1\} \) and, hence, that
\[
\frac{\eta_{\nu(t)}^+}{\sqrt{\nu(t)}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty
\]
or
\[
\frac{\eta_{\nu(t)}^+}{\sqrt{\nu(t)}} \xrightarrow{p} 0 \quad \text{as} \quad t \to \infty,
\]
respectively. The above facts, together with an application of Theorem 2.1, now yield
\[
\frac{t \cdot a(\nu(t)) - \nu(t)\mu}{\sigma \sqrt{\lambda(t)}} \xrightarrow{d} N(0,1) \quad \text{as} \quad t \to \infty.
\]
To finish off we perform a Taylor expansion of \( a(y) \) at the point \( \lambda(t) \), which yields
\[
\nu(t)\mu - t \cdot a(\nu(t)) = (\nu(t) - \lambda(t))\mu(1 - \beta) \cdot \gamma_{\nu(t)},
\]
where \( \gamma_{\nu(t)} \) is some random variable which tends to 1 a.s. as \( t \to \infty \); for details, see Lemma 4.5.1. This part of the proof is, in fact, identical to the corresponding one for random walks, since it is purely a matter of the asymptotic behavior of the function \( a(y) \) and the fact that Theorem 2.1 holds. The desired conclusion follows. □
In the same sense as Chapter 5 contains functional central limit theorems related to the results in earlier chapters, one can prove such results for perturbed random walks. The following one, which extends Theorem 5.3.1, is due to Larsson-Cohn (2000a). We refer to the original paper for details.

**Theorem 2.6.** Let \( a(y) \equiv 1 \). Suppose that \( \sigma^2 = \text{Var} X_1 < \infty \), and set

\[
Z_n(t, \omega) = \frac{\nu(nt, \omega) - nt/\mu}{\sigma \mu^{-3/2} \sqrt{n}} \quad (t \geq 0).
\]

If

\[
\max_{1 \leq k \leq n} \frac{\xi_k}{\sqrt{n}} \overset{p}{\to} 0 \quad \text{as} \quad n \to \infty,
\]

then

\[
Z_n \overset{\mathcal{L}}{\to} W \quad \text{as} \quad n \to \infty.
\]

It is now easy to obtain the following results for the stopped perturbed random walk, \( \{Z_{\nu(t)}, t \geq 0\} \), and the family of overshoots, \( \{R(t), t \geq 0\} \), defined by

\[
R(t) = Z_{\nu(t)} - a(\nu(t)).
\]

Note (recall (2.4)) that

\[
0 \leq R(t) \leq X_{\nu(t)} + \eta_{\nu(t)} \leq X_{\nu(t)}^+ + \eta_{\nu(t)}^+.
\]

**Theorem 2.7.**

\[
\frac{Z_{\nu(t)}}{\lambda(t)} \overset{\text{a.s.}}{\to} \mu \quad \text{as} \quad t \to \infty.
\]

**Theorem 2.8.** Let \( r \geq 1 \). If \( E(X_1^+)^r < \infty \) and if

\[
\frac{\eta_n^+}{n^{1/r}} \overset{\text{a.s.}}{\to} 0 \quad \text{as} \quad n \to \infty,
\]

then

\[
\frac{R(t)}{(\lambda(t))^{1/r}} \overset{\text{a.s.}}{\to} 0 \quad \text{as} \quad t \to \infty.
\]

**Remark 2.1.** For nonlinear renewal processes (recall (1.1)–(1.2)), the limiting distribution of \( R(t) \) as \( t \to \infty \) (without normalization) was obtained by Lai and Siegmund (1977), Theorem 1, see also Woodroofe (1982), Theorem 4.1.

In the following section we apply our results to the case \( Z_n = n \cdot g(\bar{Y}_n) \), \( n \geq 1 \), mentioned in the introduction, under suitable conditions on the function \( g \).
6.3 Limit Theorems; the Case $Z_n = n \cdot g(\bar{Y}_n)$

Let $Y_1, Y_2, \ldots$ be i.i.d. random variables with positive, finite mean $\theta$ and set $\bar{Y}_n = \frac{1}{n} \sum_{k=1}^{n} Y_k$, $n \geq 1$. In this section we consider the particular case

$$Z_n = n \cdot g(\bar{Y}_n), \quad n \geq 1,$$

of a perturbed random walk, where $g$ belongs to the following class $\mathcal{G}$ of functions.

**Definition 3.1.** The function $g \in \mathcal{G}$ if $g$ is positive and continuous in some neighborhood of $\theta$ and nonnegative elsewhere on $\mathbb{R}$.

Our concern is the family of first passage times, $\{\nu(t), \; t \geq 0\}$, defined by

$$\nu(t) = \min\{n : n \cdot g(\bar{Y}_n) > t \cdot a(n)\},$$

where $a(y), \; y \geq 0$, is as before. In the definition of $\lambda(t)$, however, $\mu$ is replaced by $g(\theta)$, that is, $\lambda(t)$ is the solution of the equation $t \cdot a(y) = g(\theta) y$, viz.

$$t \cdot a(\lambda(t)) = g(\theta) \cdot \lambda(t).$$

In particular, if $a(y) = y^\beta$ for some $\beta \; (0 \leq \beta < 1)$, then $\lambda(t) = (t/g(\theta))^{(1/(1-\beta))}$. For $\beta = 0$, i.e., $a(y) \equiv 1$, and $g(y) = y^+$ the relation reduces to the familiar $\lambda(t) = t/\theta$.

We remind the reader that, although this case is less general it covers many important applications, some of which will be given in Section 6.9.

The computations leading to (1.6) and (1.7) (which proved that the special class of processes is a subclass of the more general class) amounted to Taylor expansion, which produced a random walk component and a perturbing component. The proofs of the theorems below amount to doing the same and to checking that the perturbing process satisfies the conditions of the theorems. Recall, however, that our assumptions are weaker than those of the traditional setup.

As a final preparation we need the following

**Definition 3.2.** The function $g$ is Lipschitz continuous with exponent $\alpha$ at the point $c$ if, for some constant $C < \infty$,

$$|g(x) - g(c)| \leq C \cdot |x - c|^{\alpha} \quad \text{in some neighborhood of} \quad c.$$

Notation: $g \in \text{Lip}(\alpha, c)$.

In the theorems to follow we first state the general result, after which the corresponding result is given for the case $a(y) = y^\beta$ for some $\beta \; (0 \leq \beta < 1)$.

**Theorem 3.1.**

$$\frac{\nu(t)}{\lambda(t)} \xrightarrow{a.s.} 1 \quad \text{as} \quad t \to \infty.$$
In particular, if \( a(y) = y^\beta \) for some \( \beta \) \((0 \leq \beta < 1)\), then

\[
\frac{\nu(t)}{t^{1/(1-\beta)}} \xrightarrow{\text{a.s.}} \frac{1}{(g(\theta))^{1/(1-\beta)}} \quad \text{as} \quad t \to \infty.
\]

**Theorem 3.2.** Suppose that \( E|Y_1|^r < \infty \) for some \( r \), \( 1 \leq r < 2 \). If \( g \in \text{Lip}(1,\theta) \), then

\[
\frac{\nu(t) - \lambda(t)}{(\lambda(t))^{1/r}} \xrightarrow{\text{a.s.}} 0 \quad \text{as} \quad t \to \infty.
\]

In particular, if \( a(y) = y^\beta \) for some \( \beta \) \((0 \leq \beta < 1)\), then

\[
\frac{\nu(t) - (t/g(\theta))^{1/(1-\beta)}}{t^{1/r(1-\beta)}} \xrightarrow{\text{a.s.}} 0 \quad \text{as} \quad t \to \infty.
\]

**Theorem 3.3.** Suppose that \( \tau^2 = \text{Var} Y_1 < \infty \) and that \( g'(\theta) \neq 0 \). If \( g' \) is continuous at \( \theta \), then

\[
\frac{\nu(t) - \lambda(t)}{\tau g'(\theta)/(1-\beta)g(\theta)\sqrt{\lambda(t)}} \xrightarrow{d} N(0,1) \quad \text{as} \quad t \to \infty.
\]

In particular, if \( a(y) = y^\beta \) for some \( \beta \) \((0 \leq \beta < 1)\), then

\[
\frac{\nu(t) - (t/g(\theta))^{1/(1-\beta)}}{t^{1/2(1-\beta)}} \xrightarrow{d} N(0,(1-\beta)^{-2}(g(\theta))^{-2\beta}\tau^2(g'(\theta))^2) \quad \text{as} \quad t \to \infty.
\]

**Theorem 3.4.** Suppose that \( \{B_n, n \geq 1\} \) are normalizing constants, such that

\[
\frac{n(Y_n - \theta)}{B_n} \xrightarrow{d} G_\alpha \quad \text{as} \quad n \to \infty,
\]

where \( G_\alpha \) is a random variable distributed according to a stable law with index \( \alpha \) \((1 < \alpha \leq 2)\), and let \( B(y) = B_{[y]} \) for \( y > 0 \). Suppose, further, that \( g'(\theta) \neq 0 \). If \( g' \) is continuous at \( \theta \), then

\[
\frac{\nu(t) - \lambda(t)}{1/(1-\beta)g(\theta)B(\lambda(t))} \xrightarrow{d} -G_\alpha \quad \text{as} \quad t \to \infty.
\]

In particular, if \( a(y) = y^\beta \) for some \( \beta \) \((0 \leq \beta < 1)\), then

\[
\frac{\nu(t) - (t/g(\theta))^{1/(1-\beta)}}{(1-\beta)^{-1}(g(\theta))^{(1+1/(\alpha(1-\beta)))}B(t^{1/(1-\beta)})} \xrightarrow{d} -G_\alpha \quad \text{as} \quad t \to \infty.
\]

**Theorem 3.5.** Suppose that \( \tau^2 = \text{Var} Y_1 < \infty \) and that \( g'(\theta) \neq 0 \). If \( g' \) is continuous at \( \theta \), then

\[
C\left(\left\{\frac{\nu(t) - \lambda(t)}{\tau g'(\theta)/(1-\beta)g(\theta)\sqrt{2\lambda(t)\log \log t}}, t \geq 3\right\}\right) = [-1,1] \quad \text{a.s.}
\]
and
\[ \limsup_{t \to \infty} \left( \liminf_{t \to \infty} \frac{\nu(t) - \lambda(t)}{\sqrt{2\lambda(t) \log \log t}} \right) = + \frac{\tau g'(\theta)}{(1 - \beta)g(\theta)} \quad \text{a.s.} \]

In particular, if \( a(y) = y^\beta \) for some \( 0 \leq \beta < 1 \), then
\[ C \left( \left\{ \frac{\nu(t) - (t/g(\theta))^{1/(1-\beta)}}{\sqrt{2t^{1/(1-\beta)} \log \log t}}, \ t \geq 3 \right\} \right) \]
\[ = \left[ -\frac{\tau g'(\theta)}{(1 - \beta)(g(\theta))^{1/(1-\beta)}}, \frac{\tau g'(\theta)}{(1 - \beta)(g(\theta))^{2/(1-\beta)}} \right] \quad \text{a.s.} \]

and
\[ \limsup_{t \to \infty} \left( \liminf_{t \to \infty} \frac{\nu(t) - (t/g(\theta))^{1/(1-\beta)}}{\sqrt{2t^{1/(1-\beta)} \log \log t}} \right) = + \frac{\tau g'(\theta)}{(1 - \beta)(g(\theta))^{3/(1-\beta)}} \quad \text{a.s.} \]

**Theorem 3.6.**
\[ \frac{Z_{\nu(t)}}{\lambda(t)} \xrightarrow{a.s.} g(\theta) \quad \text{as} \quad t \to \infty. \]

In particular, if \( a(y) = y^\beta \) for some \( 0 \leq \beta < 1 \), then
\[ \frac{Z_{\nu(t)}}{t^{1/(1-\beta)}} \xrightarrow{a.s.} \frac{1}{(g(\theta))^{\beta/(1-\beta)}} \quad \text{as} \quad t \to \infty. \]

**Theorem 3.7.** Suppose that \( E|Y_1|^r < \infty \) for some \( r \geq 1 \). Suppose, in addition, that \( g \in \text{Lip}(1, \theta) \) when \( 1 < r < 2 \) and that \( g' \in \text{Lip}(\alpha, \theta) \) for some \( \alpha > 1 - \frac{2}{r} \) when \( r \geq 2 \). Then
\[ \frac{R(t)}{(\lambda(t))^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty. \]

In particular, if \( a(y) = y^\beta \) for some \( 0 \leq \beta < 1 \), then
\[ \frac{R(t)}{t^{1/r(1-\beta)}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty. \]

**Remark 3.1.** Theorems 3.1 and 3.3 have been proved in the sources cited above (see, in particular, Woodroofe (1982) and Siegmund (1985)) under the additional assumptions that \( a(y) \equiv 1 \) and that \( g'' \) is continuous (at \( \theta \)).

**Remark 3.2.** For \( g(y) = y^+ \), we rediscover results from Section 4.5 (where further references can be found) on first passage times for random walks across curved boundaries. If, in addition, \( a(y) \equiv 1 \) we are back to renewal theory for random walks, i.e., Chapter 3.
As mentioned above, the proofs amount to defining the relevant perturbed random walk, that is, to show that the process under consideration actually is a perturbed random walk, and to checking the relevant conditions in the corresponding theorems of Section 6.2.

The following lemmas provide the necessary tools.

**Lemma 3.1.** Let \( \{U_n, n \geq 1\} \) be a sequence of random variables, such that \( U_n \overset{a.s.}{\to} c \) as \( n \to \infty \) for some constant, \( c \), and suppose that the function \( h \in \text{Lip}(\alpha, c), \alpha > 0 \). Then
\[
\frac{h(U_n)}{n} \overset{a.s.}{\to} h(c) \quad \text{as} \quad n \to \infty.
\]

*Proof.* The assumptions imply that, for almost all \( \omega \) we have, for \( n \) sufficiently large, (suppressing \( \omega \))
\[
|h(U_n) - h(c)| \leq C \cdot |U_n - c|^\alpha \to 0 \quad \text{as} \quad n \to \infty.
\]

**Lemma 3.2.** Suppose that \( g \) is continuous at \( \theta \). Set, for \( n \geq 1 \),
\[
S_n = ng(\theta) \quad \text{and} \quad \xi_n = n \cdot (g(\bar{Y}_n) - g(\theta)),
\]
and \( Z_n = S_n + \xi_n \). Then
\[
\frac{\xi_n}{n} \overset{a.s.}{\to} 0 \quad \text{as} \quad n \to \infty,
\]
that is, \( \{Z_n, n \geq 1\} \) is a perturbed random walk.

*Proof.* Immediate.

**Lemma 3.3.** Suppose, in addition to the above, that \( g \in \text{Lip}(1, \theta) \) and that \( E|Y_1|^r < \infty \) for some \( r \in [1, 2) \). Then
\[
\frac{\xi_n}{n^{1/r}} \overset{a.s.}{\to} 0 \quad \text{as} \quad n \to \infty.
\]

*Proof.* Apply Lemma 3.1 and the Marcinkiewicz–Zygmund strong law of large numbers (Gut (2007), Theorem 6.7.1).

**Lemma 3.4.** Suppose that \( g' \) is continuous at \( \theta \) and that \( \tau^2 = \text{Var} Y_1 < \infty \). Set, for \( n \geq 1 \),
\[
S_n = ng(\theta) + ng'(\theta)(\bar{Y}_n - \theta) \quad \text{and} \quad \xi_n = n(g'(\rho_n) - g'(\theta))(\bar{Y}_n - \theta),
\]
where \( |\rho_n - \theta| \leq |\bar{Y}_n - \theta| \), and \( Z_n = S_n + \xi_n \). Then \( \{Z_n, n \geq 1\} \) is a perturbed random walk. The increments of the random walk component \( \{S_n, n \geq 1\} \) are the i.i.d. random variables \( \{g(\theta) + g'(\theta)(Y_k - \theta), k \geq 1\} \), which have positive, finite mean \( \mu = g(\theta) \) and positive, finite variance \( \sigma^2 = \tau^2 g'(\theta)^2 \). Furthermore,
\[ \frac{\xi_n}{\sqrt{n}} \xrightarrow{P} 0 \quad \text{as} \quad n \to \infty, \quad (3.1) \]

\[ \{n^{-1/2}\xi_n, n \geq 1\} \text{ satisfies Anscombe’s condition, and} \]

\[ \frac{\xi_n}{\sqrt{n \log \log n}} \xrightarrow{a.s.} 0 \quad \text{as} \quad n \to \infty. \quad (3.2) \]

**Proof.** Since the properties of \( \{S_n, n \geq 1\} \) are immediate we only have to show that \( n^{-1}\xi_n \xrightarrow{a.s.} 0 \) as \( n \to \infty \) in order for \( \{Z_n, n \geq 1\} \) to be a perturbed random walk. This, however, follows from the strong law of large numbers and the fact that \( g \in \mathcal{G} \).

As for (3.1),

\[ \frac{\xi_n}{\sqrt{n}} = (g'(\rho_n) - g'(\theta)) \cdot \sqrt{n}(\bar{Y}_n - \theta) \xrightarrow{P} 0 \quad \text{as} \quad n \to \infty, \quad (3.3) \]

since the first factor in the RHS tends to 0 almost surely as \( n \to \infty \) (the strong law of large numbers and the continuity of \( g' \)) and the second factor converges in distribution to the normal distribution with mean 0 and variance \( \tau^2 \).

Next we note that, since the second factor in the RHS satisfies Anscombe’s condition and the first factor tends to 0 a.s. as \( n \to \infty \), it follows that \( \{n^{-1/2}\xi_n, n \geq 1\} \) satisfies Anscombe’s condition (cf. Woodroofe (1982), Lemma 1.4).

Finally, to prove (3.2) we note that

\[ \frac{\xi_n}{\sqrt{n \log \log n}} = (g'(\rho_n) - g'(\theta)) \cdot \sqrt{\frac{n}{\log \log n}}(\bar{Y}_n - \theta), \]

where the first factor in the RHS tends to 0 a.s. as \( n \to \infty \) as before and the limit superior of the absolute value of the second factor equals \( \tau \sqrt{2} \) a.s. in view of the law of the iterated logarithm. The conclusion follows. □

**Lemma 3.5.** Suppose that \( g' \) is continuous at \( \theta \) and that \( \{B_n, n \geq 1\} \) are normalizing constants, such that the conditions of Theorem 3.4 are satisfied. Let, for \( n \geq 1 \), \( Z_n = S_n + \xi_n \), where \( S_n \) and \( \xi_n \) are as in Lemma 3.4. Then

\[ \frac{\xi_n}{B_n} \xrightarrow{P} 0 \quad \text{as} \quad n \to \infty, \quad (3.4) \]

and \( \{B_n^{-1}\xi_n, n \geq 1\} \) satisfies Anscombe’s condition.

**Proof.** The proof is similar to that of Lemma 3.4. For example,

\[ \frac{\xi_n}{B_n} = (g'(\rho_n) - g'(\theta)) \cdot \frac{n(\bar{Y}_n - \theta)}{B_n} \xrightarrow{P} 0 \quad \text{as} \quad n \to \infty, \]

since the first factor in the RHS tends to 0 almost surely as \( n \to \infty \) and the second factor converges in distribution to a stable distribution. □
Lemma 3.6. Let \( r \geq 2 \). Suppose that \( g' \in \text{Lip}(\alpha, \theta) \) for some \( \alpha > 1 - \frac{2}{r} \) and that \( E|Y_1|^r < \infty \) and let, for \( n \geq 1 \), \( Z_n = S_n + \xi_n \), where \( S_n \) and \( \xi_n \) are defined as in Lemma 3.4. Then

\[
\frac{\xi_n}{n^{1/r}} \xrightarrow{\text{a.s.}} 0 \quad \text{as} \quad n \to \infty. \tag{3.5}
\]

Proof. Use Lemma 3.1 and the Marcinkiewicz–Zygmund strong law (Gut (2007), Theorem 6.7.1)—note that \( \frac{r(1+\alpha)}{r+1} < 2 \). □

Remark 3.3. Note that, in view of (1.11), the conclusions of Lemmas 3.2–3.6 also hold for the sequence \( \{\eta_k, k \geq 1\} \).

Proof of Theorems 3.1–3.6. It follows from the lemmas that \( \{Z_n, n \geq 1\} \) is a perturbed walk and that the perturbing process in each case satisfies the smallness conditions required in the corresponding theorem of Section 6.2. □

Among the standard assumptions in nonlinear renewal theory are that \( g \) is twice continuously differentiable and that \( \text{Var} Y_1 < \infty \). To complete our treatment we add some results, which provide asymptotics for the perturbing process under these, traditional, assumptions and may be used to prove theorems of the above kind in that case.

Lemma 3.7. Suppose that \( g'' \) is continuous at \( \theta \) and that \( \tau^2 = \text{Var} Y_1 < \infty \). Set, for \( n \geq 1 \),

\[
S_n = ng(\theta) + ng'(\theta)(\bar{Y}_n - \theta) \quad \text{and} \quad \xi_n = ng''(\rho_n)(\bar{Y}_n - \theta)^2,
\]

where \( |\rho_n - \theta| \leq |\bar{Y}_n - \theta| \), and \( Z_n = S_n + \xi_n \). Then \( \{Z_n, n \geq 1\} \) is a perturbed random walk. The increments of the random walk component \( \{S_n, n \geq 1\} \) are the i.i.d. random variables \( \{g(\theta) + g'(\theta)(Y_k - \theta), k \geq 1\} \), which have positive, finite mean \( \mu = g(\theta) \) and finite variance \( \sigma^2 = \tau^2(g'(\theta))^2 \). Furthermore,

\[
\xi_n \xrightarrow{\text{d}} \frac{\tau^2 g''(\theta)}{2} \chi^2_1 \quad \text{as} \quad n \to \infty, \tag{3.6}
\]

where \( \chi^2_1 \) is a \( \chi^2 \)-distributed random variable with one degree of freedom.

If, in addition, \( E|Y_1|^r < \infty \) for some \( r \geq 2 \), then

\[
\frac{\xi_n}{n^{1/r}} \xrightarrow{\text{a.s.}} 0 \quad \text{as} \quad n \to \infty. \tag{3.7}
\]

Proof. The properties of \( \{S_n, n \geq 1\} \) are the same as those of Lemma 3.4. The fact that \( n^{-1} \xi_n \xrightarrow{\text{a.s.}} 0 \) as \( n \to \infty \) follows from the strong law of large numbers and the continuity of \( g'' \) at \( \theta \). Thus, the process \( \{Z_n, n \geq 1\} \) is a perturbed random walk.
The conclusion (3.6), follows from the central limit theorem and the continuity of $g''$ at $\theta$.

The proof of (3.7) is similar to that of (3.5); the important ingredients being the Marcinkiewicz–Zygmund strong law, according to which (note that $2r/r+1 < 2$)

$$n^{-1/r} \xi_n = \frac{1}{2} g''(\rho_n) \left( \frac{n(\bar{Y}_n - \theta)}{n(\rho_n)^{2r}/2} \right)^2 \overset{a.s.}\longrightarrow 0 \quad \text{as} \quad n \to \infty,$$

and the continuity of $g''$ at $\theta$. \[\square\]

If, in Lemma 3.5, we only assume that the variance of the summands is finite, then (3.6) and (1.11) alone do not suffice in order to obtain any reasonable information about the asymptotic behavior of $\eta_n$, unnormalized, as $n \to \infty$. However, a direct investigation shows that, in fact, the following lemma holds.

**Lemma 3.8.** Under the assumptions of Lemma 3.7 we have

$$\eta_n \overset{p}{\rightarrow} 0 \quad \text{as} \quad n \to \infty.$$

**Proof.** We have

$$2\eta_n = ng''(\rho_n)(\bar{Y}_n - \theta)^2 - (n - 1)g''(\rho_{n-1})(\bar{Y}_{n-1} - \theta)^2$$

$$= (g''(\rho_n) - g''(\theta)) n(\bar{Y}_n - \theta)^2 - (g''(\rho_{n-1}) - g''(\theta))(n - 1)(\bar{Y}_{n-1} - \theta)^2$$

$$+ g''(\theta) \cdot n((\bar{Y}_n - \theta)^2 - (\bar{Y}_{n-1} - \theta)^2) + g''(\theta)(\bar{Y}_{n-1} - \theta)^2$$

$$= (g''(\rho_n) - g''(\theta)) n(\bar{Y}_n - \theta)^2 - (g''(\rho_{n-1}) - g''(\theta))(n - 1)(\bar{Y}_{n-1} - \theta)^2$$

$$- \frac{n - 1}{n} g''(\theta) (\bar{Y}_{n-1} - \theta)^2 + g''(\theta) \frac{(Y_n - \theta)^2}{n}$$

$$+ 2 \frac{n - 1}{n} g''(\theta)(Y_n - \theta)(\bar{Y}_{n-1} - \theta) \overset{p}{\rightarrow} 0 \quad \text{as} \quad n \to \infty.$$
6.4 Convergence Rates

As a complement to a limit theorem one frequently tries to find results on the rate of convergence. For such theorems connected with the ordinary law of large numbers, see Katz (1963) and Baum and Katz (1965). For results on the rate of convergence in the strong law of large numbers and the law of the iterated logarithm for first passage times in the context of renewal theory on the real line, see Section 3.12; for details, see Gut (1983b). Here we confine our attention to one such theorem, related to Theorem 3.1, under the additional assumption that \( a(y) \equiv 1 \). Note that we have no assumption on \( g \) beyond the standard one.

**Theorem 4.1.** Let \( r \geq 1 \). If \( E|Y_1|^r < \infty \), then

\[
\sum_{n=1}^{\infty} n^{r-2} P(|\nu(n) - n/g(\theta)| > n\varepsilon) < \infty \quad \text{for all} \quad \varepsilon > 0.
\]

**Proof.** The continuity of \( g \) implies that for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that

\[
\{|g(\hat{Y}_n) - g(\theta)| > \varepsilon\} \subset \{ |\hat{Y}_n - \theta| > \delta \}.
\]

(4.1)

It follows that

\[
\sum_{n=1}^{\infty} n^{r-2} P(|Z_n - ng(\theta)| > n\varepsilon) \leq \sum_{n=1}^{\infty} n^{r-2} P(|\hat{Y}_n - \theta| > \delta) < \infty,
\]

since the last sum, in fact, converges for every \( \delta > 0 \); see Baum and Katz (1965). Consequently the first sum also converges for all \( \varepsilon > 0 \). Similarly one may obtain

\[
\sum_{n=1}^{\infty} n^{r-2} P(\max_{k \leq n} |Z_k - kg(\theta)| > n\varepsilon) < \infty \quad \text{for all} \quad \varepsilon > 0 \quad (4.2)
\]

and

\[
\sum_{n=1}^{\infty} n^{r-2} P\left( \sup_{k \geq n} \left| \frac{Z_k}{k} - g(\theta) \right| > \varepsilon \right) < \infty \quad \text{for all} \quad \varepsilon > 0 \quad (4.3)
\]

where, however, (4.3) only holds for \( r > 1 \).

The conclusion of the theorem now follows by “inverting” (4.2) in the same fashion as in the proof of Gut (1983b), Theorem 3.1. We omit the details. □

6.5 Finiteness of Moments; the General Case

We now return to the setting of Section 6.2 in order to establish results on the existence of moments of \( \nu(t) \) and \( Z_{\nu(t)} \).

Our first result deals with the moments of \( \nu(t) \).
Theorem 5.1. Let $r \geq 1$. Suppose that $E|X|^{r+1} < \infty$ and suppose that, for some $\varepsilon, 0 < \varepsilon < \mu$,
\[
\sum_{n=1}^{\infty} n^{r-1} P(\xi_n \leq -n\varepsilon) < \infty. \tag{5.1}
\]
Then
\[E(\nu(t))^r < \infty.\]

Proof. We follow the ideas of Woodroofe (1982), page 46, formula (4.8). However, we first note that for $\delta > 0$, arbitrary small, $t \cdot a(n) \leq \delta n$ for $n$ sufficiently large.

By modifying the just cited formula, it follows that, for $n \geq n_0$, large, that
\[
P(\nu(t) > n) \leq P(S_n + \xi_n \leq n\delta) \leq P(S_n \leq n\delta + n\varepsilon) + P(\xi_n \leq -n\varepsilon) \\
\leq P(|S_n - n\mu| \geq n\gamma) + P(\xi_n \leq -n\varepsilon),
\]
where $0 < \gamma = \mu - \delta - \varepsilon < \mu$. Consequently,
\[
\sum_{n=n_0}^{\infty} n^{r-1} P(\nu(t) > n) \leq \sum_{n=n_0}^{\infty} n^{r-1} P(|S_n - n\mu| \geq n\gamma) \\
+ \sum_{n=1}^{\infty} n^{r-1} P(\xi_n \leq -n\varepsilon) < \infty,
\]
since the first sum in the RHS is finite by Theorem 1 of Katz (1963) and the second sum is finite by assumption. \qed

Remark 5.1. The only property of $a(y), y > 0,$ that we actually used in the proof was $a(y) = o(y)$ as $y \to \infty$.

Remark 5.2. Assumption (5.1) is connected with the moments of the random variables
\[
N(\varepsilon) = \text{Card} \left\{ n : \frac{\xi_n}{n} \leq -\varepsilon \right\} \quad \text{and} \quad L(\varepsilon) = \sup \left\{ n : \frac{\xi_n}{n} \leq -\varepsilon \right\}.
\]
We know from (1.9) that both random variables are a.s. finite. For $r = 1$ (5.1) is exactly the same as the assumption that $EN(\varepsilon) < \infty$.

For the corresponding result for pure random walks we refer to Theorem 4.5.1, see also Gut (1974a), Theorem 3.1. In this case we also note that the moment assumption is $E|X|^r < \infty$, i.e., weaker than here. However, in that case the first passage times are stopping times (relative to the random walk), whereas here we have not imposed any such conditions (recall Remark 1.2). In the remainder of the section we do impose such conditions. More precisely, let, for each $n, \xi_n$ be independent of $\{X_k, k > n\}$, and let $\mathcal{F}_n$ denote the
σ-algebra generated by \( \{ X_k, 1 \leq k \leq n \} \) and \( \xi_n \) (and let \( \mathcal{F}_0 \) be the trivial σ-algebra). Then \( \{ \nu(t), t \geq 0 \} \) is a family of stopping times with respect to \( \{ \mathcal{F}_n, n \geq 1 \} \) and it follows that any limit theorem for stopped random walks is (potentially) applicable to the family of stopped random walks

\[ \{ S_{\nu(t)}, t \geq 0 \}, \]

for which we can apply our results from Chapter 1.

Since the conditions involved in the most general results are fairly unpleasant we confine ourselves, at times, to considering the case \( a(y) \equiv 1 \).

The following result is inspired by Woodroofe (1982), Corollary 4.1.

**Theorem 5.2.** Assume that \( a(y) \equiv 1 \). Let \( r \geq 1 \) and suppose that \( E(X^{-})^r < \infty \). If

\[ E((R(t) - \xi_{\nu(t)})^+)^r < \infty, \]  \hspace{1cm} (5.2)

then

\[ E(\nu(t))^r < \infty. \]

**Proof.** Since

\[ Z_{\nu(t)} = S_{\nu(t)} + \xi_{\nu(t)} = t + R(t), \]

it follows that (5.2) is equivalent to the assumption that

\[ E(S_{\nu(t)}^+)^r < \infty. \]

The conclusion now follows from Gut and Janson (1986), Theorem 3.3. \( \square \)

**Remark 5.3.** A second moment assumption for \( R(t) - \xi_{\nu(t)} \) has been used in Woodroofe (1982), Chapter 4 in order to obtain asymptotics for \( E(\nu(t) - t/\mu)^2 \) as \( t \to \infty \) (i.e. for \( a(y) \equiv 1 \)).

Condition (5.2) is not a very pleasant one. It is, however, possible to simplify the assumption in special cases (which, of course, in turn, involve other special assumptions). For example, if the perturbing process is nonnegative, it follows immediately that

\[ \nu(t) \leq \nu^*(t), \]  \hspace{1cm} (5.3)

where \( \nu^*(t) = \min\{ n : S_n > t \}, t \geq 0 \), since, for all \( n \), \( S_n \leq Z_n \). In view of Theorem 3.3.1 we obtain the following result.

**Theorem 5.3.** Let \( r \geq 1 \). Suppose that \( P(\xi_n \geq 0) = 1 \) for all \( n \). If \( E(X^{-})^r < \infty \), then

\[ E(\nu(t))^r < \infty. \]

**Remark 5.4.** Under the assumptions of Theorem 5.3 it also follows that if \( X^{-} \) possesses a moment generating function then so does \( \nu(t) \) (cf. Theorem 3.3.2 and Gut (1974a), Theorem 3.2).

Note also that here we actually do not need the stopping time assumption (since \( \nu^*(t) \) is a stopping time with respect to the random walk).
Remark 5.5. For perturbed renewal processes (i.e., the random walk components live on \([0, \infty)\)), we only need to assume the validity of (5.1) for the conclusion to hold.

Next we present a result for stopped processes. For details, see also Larsson-Cohn (2001a).

**Theorem 5.4.** Assume that \(a(y) \equiv 1\). Let \(r \geq 1\) and suppose that \(E \nu(t) < \infty\). Then

\[
\begin{align*}
(a) \quad &E(X^+)^r < \infty \text{ and } E(\eta_{\nu(t)}^+)^r < \infty \implies E(Z_{\nu(t)})^r < \infty; \\
(b) \quad &E(\eta^-)^r < \infty \text{ and } E(Z_{\nu(t)})^r < \infty \implies E(X^+)^r < \infty; \\
(c) \quad &E(X^-)^r < \infty \text{ and } E(Z_{\nu(t)})^r < \infty \implies E(\eta_1^+)^r < \infty.
\end{align*}
\]

**Proof.** (a) The proof is similar to the proof of Theorem 3.3.1. In view of Lemma 1.8.1 we have

\[
E(X_{\nu(t)}^+)^r \leq E\nu(t) \cdot E(X^+)^r < \infty. \tag{5.4}
\]

Next, let \(\| \cdot \|_r\) denote \((E| \cdot |^r)^{1/r}\). Then, by (5.4), (2.4) and Minkowski’s inequality (see e.g. Gut (2007), Theorem 3.2.6) we obtain (cf. formula (3.3.11)),

\[
\|Z_{\nu(t)}\|_r \leq t + \|X_{\nu(t)}^+\|_r + \|\eta_{\nu(t)}^+\|_r \leq t + (E\nu(t))^{1/r} \|X^+\|_r + \|\eta_{\nu(t)}^+\|_r, \tag{5.5}
\]

which proves (a).

Conclusion (b) follows from the inequalities

\[
Z_{\nu(t)} \geq X_1 + \eta_1 \geq X_1 - \eta_1^-,
\]

so that

\[
X_1 \leq Z_{\nu(t)} + \eta_1^- \implies X_1^+ \leq Z_{\nu(t)} + \eta_1^-,
\]

and (c) follows via

\[
\eta_1^+ \leq (X_1 + \eta_1 - X_1)^+ \leq (X_1 + \eta_1)^+ + (-X_1)^+ = (X_1 + \eta_1)^+ + X_1^- \leq Z_{\nu(t)} + X_1^-.
\]

\[ \square \]

**Remark 5.6.** As a corollary we note that if \(E \nu(t) < \infty\) and

\[
E \sup_k |\eta_k|^r < \infty, \tag{5.6}
\]

then

\[
E(X^+)^r < \infty \iff E(Z_{\nu(t)})^r < \infty.
\]

In particular, in the pure random walk case the conclusion reduces to Theorem 3.3.1(ii). Moreover, in a specific application it is likely that (5.6) is more easily checked than condition \(E(\eta_{\nu(t)}^+)^r < \infty\).
Remark 5.7. For general boundaries, such that $a(y) = o(y)$ as $y \to \infty$, we have, for $\delta$ arbitrary small, that $ta(n) \leq a + \delta n$ for all $n$, which implies that (5.5) may be replaced by
\[
\|Z_{\nu(t)}\|_r \leq a + \delta \|\nu(t)\|_r + \|X^+_{\nu(t)}\|_r + \|\eta^+_{\nu(t)}\|_r
\]
\[
\leq a + \delta \|\nu(t)\|_r + (E\nu(t))^{1/r}\|X^+\|_r + \|\eta^+_{\nu(t)}\|_r.
\]
This shows that $E(Z_{\nu(t)})^r < \infty$ if the assumptions of Theorem 5.4 are fulfilled and if $E(\nu(t))^r < \infty$, for which conditions are presented above. For example, $E|X|^{r+1} < \infty$, (5.1) and (5.6) together imply the desired conclusion.

There is also the (trivial) conclusion that $E(S_{\nu(t)})^r < \infty$ and $E(\xi_{\nu(t)})^r < \infty$ together imply that $E(Z_{\nu(t)})^r < \infty$. Now, if the former assumption can be verified via the theory of stopped random walks and the latter can be verified by direct computation, then the implication can be used. For example, in view of Remark 5.4, it follows that
\[
E(X^+)^r < \infty, E(\nu(t))^r < \infty, E(\xi_{\nu(t)})^r < \infty \implies E(Z_{\nu(t)})^r < \infty.
\]
This will be exploited in an example in the next section.

In view of (5.6), the previous lines and Remark 1.4 one might be tempted to use the, possibly simpler, condition
\[
E \sup_n |\xi_n|^r < \infty.
\] (5.7)
However, in the same example below we shall see that (5.6) may be verified, whereas (5.7) does not hold (in spite of the fact that $E(\xi_{\nu(t)})^r < \infty$).

We close this section with a result for the overshoot. The proof consists of combining (2.5) and (5.4).

Theorem 5.5. Let $r \geq 1$ and suppose that $E\nu(t) < \infty$ (thus, for example, that $\text{Var} X < \infty$ and that (5.1) holds with $r=1$). If $E(X^+)^r < \infty$ and $E(\eta^+_{\nu(t)})^r < \infty$, then
\[
E(R(t))^r < \infty.
\]

6.6 Finiteness of Moments; the Case $Z_n = n \cdot g(\bar{Y}_n)$

In this section we return to the model of Section 6.3, that is, $Y_1, Y_2, \ldots$ are i.i.d. random variables with positive, finite mean $\theta$ and $g \in \mathcal{G}$; recall Definition 3.1. Set $Z_n = n \cdot g(\bar{Y}_n)$, $n \geq 1$, where, again $\bar{Y}_n = \sum_{k=1}^n Y_k$, $n \geq 1$, and let
\[
\nu(t) = \min\{n : n \cdot g(\bar{Y}_n) > t \cdot a(n)\} \quad (t \geq 0),
\]
where $a(y)$, $y \geq 0$, is ultimately nondecreasing, concave and regularly varying at infinity with exponent $\beta$ ($0 \leq \beta < 1$).
6.6 Finiteness of Moments; the Case $Z_n = n \cdot g(\bar{Y}_n)$

**Theorem 6.1.** Let $r \geq 1$. Suppose that $E|Y_1|^r < \infty$. Then

$$E(\nu(t))^r < \infty.$$  

*Proof.* Let $\{Z_n, n \geq 1\}$ be given as in Lemma 3.2, that is, set, for $n \geq 1$, $S_n = ng(\theta)$ and $\xi_n = n \cdot (g(\bar{Y}_n) - g(\theta))$ and $Z_n = S_n + \xi_n$. Further, let $0 < \varepsilon < \mu$. The continuity of $g$ implies (recall (4.1)) that, for an appropriate $\delta > 0$,

$$\sum_{n=1}^{\infty} n^{r-1} P(\xi_n \leq -n\varepsilon) \leq \sum_{n=1}^{\infty} n^{r-1} P(|g(\bar{Y}_n) - g(\theta)| \geq \varepsilon) \leq \sum_{n=1}^{\infty} n^{r-1} P(|\bar{Y}_n - \theta| \geq \delta) < \infty,$$

by Katz (1963), Theorem 1, which verifies (5.1). \hfill \Box

*Remark 6.1.* In this case it follows from the construction that $\xi_n$ is independent of $\{Y_k, k > n\}$, for each $n$, and, hence, that $\{\nu(t), t \geq 0\}$ are stopping times as desired.

The remark makes it tempting to guess that Theorem 6.1 might hold under weaker moment assumptions. This is, at least, the case in the next result, which relates to Theorem 5.3.

**Theorem 6.2.** Let $r \geq 1$ and suppose that $g$ is convex and twice continuously differentiable. If $E((\text{sign } g'(\theta) \cdot Y_1)^-)^r < \infty$, then $E(\nu(t))^r < \infty$.

*Proof.* We use the decomposition (1.6); cf. also Lemma 3.7. Then $g'' \geq 0$, i.e., the perturbing process is nonnegative. The conclusion follows. \hfill \Box

*Remark 6.2.* Another tractable case is $g(x) \geq x^+$, because existence of moments for the first passage times is easily established by domination (à la (5.3)).

Analogs to Theorem 5.4 are less pleasant to state. We leave these to the reader. Let us, however, consider the case $g(x) = x^2$, which is of special importance, as will be further elaborated in Section 6.9.

We first observe (cf. also Theorem 5.4.(b),(c)) that if $E(Z_{\nu(t)})^r < \infty$, then, since $Z_{\nu(t)} \geq Z_1^+ = (1 \cdot g(Y_1))^+ = Y_1^2$, it is necessary that

$$E|Y_1|^{2r} < \infty.$$  

(6.1)
Thus, assume that this condition is met. Now, \( g''(x) \equiv 2 \) and \( \xi_n = n \cdot (\bar{Y}_n - \theta)^2 \) and, hence,

\[
E(\xi(t))^r = E(\nu(t)(\bar{Y}_\nu(t) - \theta)^2)^r \leq E \left( \sum_{k=1}^{\nu(t)} (Y_k - \theta) \right)^{2r}
\]

\[
\leq B_{2r} E(\nu(t))^r |Y_1 - \theta|^{2r} < \infty
\]

by Theorems 1.5.1 and 6.2. Here \( B_{2r} \) is a numerical constant depending on \( r \) only.

Similarly,

\[
E(S_{\nu(t)})^r = E(\nu(t)g(\theta) + \nu(t)g'(\theta)(\bar{Y}_\nu(t) - \theta))^r
\]

\[
= E(\nu(t)\theta^2 + 2\nu(t)\theta(\bar{Y}_\nu(t) - \theta))^r
\]

\[
\leq 2^{r-1} \theta^{2r} E(\nu(t))^r + 2^{2r-1} \theta^r E \left( \sum_{k=1}^{\nu(t)} (Y_k - \theta) \right)^r
\]

\[
\leq 2^{r-1} \theta^{2r} E(\nu(t))^r + 2^{2r-1} \theta^r B_r E(\nu(t))^{\frac{r}{2}+1} E|Y_1 - \theta|^r < \infty.
\]

We have thus shown that (6.1) in this case is necessary as well as sufficient for \( E(Z_{\nu(t)})^r < \infty \) to hold.

**Remark 6.3.** Since we require a moment of order \( 2r \) in this example it might at first sight appear to be a weaker conclusion than the corresponding results for (pure) random walks. To see that this is not the case we observe that

\[
\nu(t) = \min\{n : ng(\bar{Y}_n) > t\} = \min\{n : n(\bar{Y}_n)^2 > t\}
\]

\[
= \min \left\{ n : \left| \sum_{k=1}^{n} Y_k \right| > \sqrt{t} \sqrt{n} \right\}.
\]

Thus, in the present context we stop the square of a random walk, i.e., moments of order \( r \) of the stopped process involve moments of the summands of order \( 2r \). Now, as we have just seen, this stopping problem is equivalent to stopping the random walk itself (at another level), in which case moments of the process of order \( r \) involve moments of the summands of order \( r \). So, although it is the same stopping problem, we consider different processes, which is what causes the, seemingly, different results.

Let us also check whether or not (5.7), i.e., \( E \sup_n (\xi_n)^r < \infty \), holds. This amounts to studying the quantity \( E \sup_n n^r (\bar{Y}_n - \theta)^{2r} = E \sup_n (\sqrt{n}(\bar{Y}_n - \theta))^{2r} \). However, in view of the law of the iterated logarithm this expectation is always infinite.
Next we turn our attention to (5.6). We have (cf. the proof of Lemma 3.8)
\[ \eta_n = n(\bar{Y}_n - \theta)^2 - (n - 1)(\bar{Y}_{n-1} - \theta)^2 \]
\[ = -\frac{n-1}{n}(\bar{Y}_{n-1} - \theta)^2 + \frac{(Y_n - \theta)^2}{n} + 2\frac{n-1}{n}(Y_n - \theta)(\bar{Y}_{n-1} - \theta). \quad (6.2) \]

First, let \( r > 1 \) and assume that the (trivially) necessary assumption \( E|Y_1|^{2r} < \infty \) is satisfied. Since \( \{\bar{Y}_n - \theta, n \geq 1\} \) is a reversed martingale (see e.g. Gut (2007), p. 545), it follows from Doob’s maximal inequality (see e.g. Gut (2007), Theorem 10.9.4) that
\[ E \sup_n |\bar{Y}_n - \theta|^{2r} \leq \left( \frac{2r}{2r - 1} \right)^{2r} E|Y_1 - \theta|^{2r} < \infty. \]

Further,
\[ E \sup_n \left( \frac{(Y_n - \theta)^2}{n} \right)^r \leq \sum_{n=1}^{\infty} \frac{E|Y_1 - \theta|^{2r}}{n^r} < \infty. \quad (6.3) \]

Next, by independence and the Marcinkiewicz–Zygmund (1937) inequalities (see e.g. Gut (2007), Theorem 3.8.1 or formula (A.2.2)), we have
\[ E \sup_n \left| \frac{n-1}{n}(Y_n - \theta)(\bar{Y}_{n-1} - \theta) \right|^{2r} \]
\[ \leq \sum_{n=2}^{\infty} \left( \frac{n-1}{n} \right)^{2r} E|Y_n - \theta|^{2r} \cdot |\bar{Y}_{n-1} - \theta|^{2r} \]
\[ = E|Y_1 - \theta|^{2r} \cdot \sum_{n=1}^{\infty} n^{-2r} E \left| \sum_{k=1}^{n} (Y_k - \theta) \right|^{2r} \]
\[ \leq E|Y_1 - \theta|^{2r} \cdot \sum_{n=1}^{\infty} n^{-2r} B_{2r} n^r E|Y_1 - \theta|^{2r} \]
\[ = B_{2r} \left( E|Y_1 - \theta|^{2r} \right)^2 \sum_{n=1}^{\infty} n^{-r} < \infty. \]

Again, \( B_{2r} \) is a numerical constant depending on \( r \) only. By Lyapounov’s inequality it finally follows that
\[ \left\| \sup_n \frac{n-1}{n}(Y_n - \theta)(\bar{Y}_{n-1} - \theta) \right\|_r \leq \left\| \sup_n \frac{n-1}{n}(Y_n - \theta)(\bar{Y}_{n-1} - \theta) \right\|_{2r} < \infty. \]
Thus, if $E|Y_1|^{2r} < \infty$, then (5.6) is satisfied. Note that we, in fact, just have shown that

$$E \sup_k |\eta_k|^r < \infty \implies E|Y_1|^{2r} < \infty$$

in this case.

For $r = 1$, $E \sup_n n^{-r}(Y_n - \theta)^{2r} < \infty$ if and only if $EY_1^2 \log^+ |Y_1| < \infty$ (Burkholder (1962)), that is, we need a little more than finite variance in order to ensure the finiteness of the LHS of (6.3).

### 6.7 Moment Convergence; the General Case

We now return to the general model, defined in Sections 6.2 and 6.5 under the additional assumption that $\xi_n$ is independent of $\{X_k, k > n\}$ for each $n$. Moreover, we restrict ourselves to considering the case $a(y) \equiv 1$. As always, moment convergence follows from convergence in probability or in distribution, together with uniform integrability. Since we have already established the former, the essential task is to prove uniform integrability, the proof of which is based on an induction procedure, which has been used before in the random walk context; see Sections 1.5 and 1.6 (cf. also Gut (1974a)).

**Theorem 7.1.** Let $r \geq 1$. Suppose that $E|X|^{r^2} < \infty$ and that

$$\sum_{n=1}^{\infty} P(\xi_n \leq -n\varepsilon) < \infty \quad (7.1)$$

If

$$\left\{ \left| \frac{R(t) - \xi_{\nu(t)}}{t} \right|^r, t \geq 1 \right\} \text{ is uniformly integrable,} \quad (7.2)$$

then

(a) $\left\{ \left( \frac{\nu(t)}{t} \right)^r, t \geq 1 \right\}$ is uniformly integrable;

(b) $E \left( \frac{\nu(t)}{t} \right)^p \to \frac{1}{\mu^p}$ as $t \to \infty$ for all $p, 0 < p \leq r$.

**Proof.** For the case $r = 1$, see Woodroofe (1982), Theorem 4.4.

Since (b) follows from (a) and Theorem 2.1, we only have to prove the first part. Toward this end,

$$\mu \cdot \frac{\nu(t)}{t} \leq \left| \frac{S_{\nu(t)} - \mu \nu(t)}{t} \right| + 1 + \frac{|R(t) - \xi_{\nu(t)}|}{t}. \quad (7.3)$$

First, let $1 < r \leq 2$. It follows from Theorem 1.6.4 that

$$\left\{ \left| \frac{S_{\nu(t)} - \mu \nu(t)}{t} \right|^r, t \geq 1 \right\} \text{ is uniformly integrable.}$$

This, together with (7.2) and (7.3), proves the conclusion for this $r$-interval.
Next, if \(2 < r \leq 2^2\) the conclusion follows in the same way, via what we just proved, etc. □

**Remark 7.1.** The moment assumption about finite variance is needed (in the proof) for the interval \(1 < r \leq 2\), since we rely on Woodroofe (1982).

Next we present the analog of Theorem 5.3.

**Theorem 7.2.** Let \(r \geq 1\). Suppose that \(P(\xi_n \geq 0) = 1\) for all \(n\). If \(E(X^-)^r < \infty\), then the conclusions of Theorem 7.1 hold.

**Proof.** The conclusions follow from (5.3) and the corresponding results in the pure random walk case; Theorem 3.7.1. □

The corresponding result related to the central limit theorem runs as follows.

**Theorem 7.3.** Suppose that \(E|X|^r < \infty\) for some \(r \geq 2\) and set \(\sigma^2 = \text{Var} X\). Further, suppose that (7.1) is satisfied. If

\[
\left\{ \left| \frac{R(t) - \xi_{\nu(t)}}{\sqrt{t}} \right|^r, t \geq 1 \right\}
\]

is uniformly integrable, \(r\), then

(a) \(\left\{ \left| \frac{\nu(t) - t/\mu}{\sqrt{t}} \right|^r, t \geq 1 \right\}\) is uniformly integrable;

(b) \(E \left[ \left| \frac{\nu(t) - t/\mu}{\sqrt{t}} \right|^r \right] \rightarrow E|N|^r\) as \(t \to \infty\) for all \(p, 0 < p \leq r\). Here \(N\) is a normal random variable with mean 0 and variance \(\mu^{-3}\sigma^2\);

(c) \(E \left( \frac{\nu(t) - t/\mu}{\sqrt{t}} \right)^k \rightarrow 0\) as \(t \to \infty\) for \(k = \text{odd integer} \leq r\).

**Proof.** The proof follows the same pattern as that of Theorem 7.1 with (7.3) replaced by

\[
\mu \cdot \frac{|\nu(t) - t/\mu|}{\sqrt{t}} \leq \frac{|S_{\nu(t)} - \mu\nu(t)|}{\sqrt{t}} + \frac{|R(t) - \xi_{\nu(t)}|}{\sqrt{t}},
\]

and the appeal to Theorem 1.6.4, replaced by an appeal to Theorem 1.6.3 there. We omit the details. □

**Remark 7.2.** The corresponding result for the Marcinkiewicz–Zygmund law (Theorem 2.2) is not relevant here, since we would need finite variance in the proof.

For the stopped process and the overshoot (recall Theorems 5.4 and 5.5, respectively) we have the following result.
Theorem 7.4. If, for some \( r \geq 1 \), \( E(X^+)^{r/2} < \infty \),

\[
\left\{ \left( \frac{\nu(t)}{t} \right)^r, t \geq 1 \right\} \text{ and } \left\{ \left( \frac{\eta^+(\nu(t))}{t} \right)^r, t \geq 1 \right\}
\]

are uniformly integrable, \((7.5)\)

then

(a) \( \left\{ \left( \frac{Z_\nu(t)}{t} \right)^r, t \geq 1 \right\} \) is uniformly integrable;

(b) \( E \left( \frac{Z_\nu(t)}{t} \right)^p \to 1 \) as \( t \to \infty \) for all \( p, 0 < p \leq r \).

Proof. We have (cf. (5.5)), for \( t \geq 1 \),

\[
1 < \frac{Z_\nu(t)}{t} \leq 1 + \frac{X^+_\nu(t)}{t} + \frac{\eta^+(\nu(t))}{t} \leq 1 + \frac{X^+_\nu(t)}{t^{1/r}} + \frac{\eta^+(\nu(t))}{t}, \quad (7.6)
\]

which, together with Theorem 1.8.1 and (7.5), proves (a), from which (b) follows in view of Theorem 2.6 (cf. also Larsson-Cohn (2001a)). \( \square \)

Theorem 7.5. If, for some \( r \geq 1 \), \( E(X^+)^{r/2} < \infty \) and

\[
\left\{ \left( \frac{\eta^+(\nu(t))}{t^{1/r}} \right)^r, t \geq 1 \right\}
\]

is uniformly integrable,

then

(a) \( \left\{ \left( \frac{R(t)}{t^{1/r}} \right)^r, t \geq 1 \right\} \) is uniformly integrable;

(b) \( E \left( \frac{R(t)}{t^{1/r}} \right)^r \to 0 \) as \( t \to \infty \).

Proof. The proof follows the same pattern as the previous one. We leave the obvious modifications to the reader. \( \square \)

6.8 Moment Convergence; the Case \( Z_n = n \cdot g(\bar{Y}_n) \)

Consider, again, the model described in Sections 6.3 and 6.6. Here we present some results corresponding to those of Section 6.7; recall that \( a(y) \equiv 1 \). We further restrict our attention to the case when \( g \) is convex and twice continuously differentiable at \( \theta \).

The first result is an immediate consequence of Theorem 7.2 (and Theorem 3.1).
Theorem 8.1. If $E((\text{sign } g'(\theta) \cdot Y)^r)^r < \infty$, then

(a) $\left\{ \left( \frac{\nu(t)}{t} \right)^r, t \geq 1 \right\}$ is uniformly integrable;

(b) $E \left( \left( \frac{\nu(t)}{t} \right)^p \right) \rightarrow \frac{1}{g(\theta)^p}$ as $t \rightarrow \infty$ for all $p$, $0 < p \leq r$.

Since no extra moment assumptions are needed in this case, we also provide a result related to the Marcinkiewicz–Zygmund strong law (Theorem 3.2). The proof follows the lines of that of Theorem 7.3. Theorem 8.3 below is immediate.

Theorem 8.2. Suppose that $E|Y_1|^r < \infty$ for some $r$, $1 < r < 2$. If

$$\left\{ \left( \frac{R(t) - \xi_{\nu(t)}}{t^{1/r}} \right)^r, t \geq 1 \right\}$$

is uniformly integrable,

then

(a) $\left\{ \left( \frac{\nu(t) - t/g(\theta)}{t^{1/r}} \right)^r, t \geq 1 \right\}$ is uniformly integrable;

(b) $E \left( \left( \frac{\nu(t) - t/g(\theta)}{t^{1/r}} \right)^r \right) \rightarrow 0$ as $t \rightarrow \infty$.

Theorem 8.3. Suppose that $E|Y_1|^r < \infty$ for some $r \geq 2$ and set $\tau^2 = \text{Var } Y_1$. If (7.4) is satisfied, then

(a) $\left\{ \left( \frac{\nu(t) - t/g(\theta)}{\sqrt{t}} \right)^r, t \geq 1 \right\}$ is uniformly integrable;

(b) $E \left( \left( \frac{\nu(t) - t/g(\theta)}{\sqrt{t}} \right)^r \right) \rightarrow E|N|^r$ as $t \rightarrow \infty$ for all $p$, $0 < p \leq r$. Here $N$ is a normal random variable with mean 0 and variance $g(\theta)^{-3}(\tau g'(\theta))^2$;

(c) $E \left( \left( \frac{\nu(t) - t/g(\theta)}{\sqrt{t}} \right)^k \right) \rightarrow 0$ as $t \rightarrow \infty$ for $k = \text{odd integer} \leq r$.

The analogs for the stopped process and the overshoot are identical to Theorems 7.4 and 7.5, respectively, except that the moment assumption becomes $E|Y_1|^r < \infty$ for some $r \geq 1$.

We conclude this section by checking condition (7.4) for the case $g(x) = x^2$. By proceeding as in Section 6.6, starting with (6.2), we obtain

$$|\eta_{\nu(t)}| \leq \sup_{n}(\bar{Y}_n - \theta)^2 + \sup_{n}(\frac{Y_n - \theta}{n})^2 + 2|Y_{\nu(t)} - \mu|\sup_{n}|\bar{Y}_n - \theta|. \quad (8.1)$$

Now, suppose that $E|Y_1|^{2r} < \infty$ for some $r \geq 2$ (since we wish to check the validity of Theorem 8.3). We know from Section 6.6 that the first two terms of the RHS of (8.1) are in $L^r$, so to verify (7.4) it suffices to check the last term, properly normalized.
Via the inequality $2|xy| \leq x^2 + y^2$ we have, for $t \geq 1$,

$$
2 \left| \frac{Y_\nu(t) - \theta}{\sqrt{t}} \right|^r \sup_n |\bar{Y}_n - \theta|^r \leq \left| \frac{Y_\nu(t) - \theta}{\sqrt{t}} \right|^{2r} + \sup_n |\bar{Y}_n - \theta|^{2r}
$$

$$
\leq \frac{|Y_\nu(t) - \theta|^{2r}}{t} + \sup_n |\bar{Y}_n - \theta|^{2r}.
$$

(8.2)

Now, since $\left\{ \frac{|Y_\nu(t) - \theta|^{2r}}{t}, t \geq 1 \right\}$ is uniformly integrable (Theorem 1.8.1) and the second term in the RHS of (8.2) is integrable, it follows that (7.4) holds and we are done. Theorem 8.3 thus applies under the (sole) assumption that $E|Y_1|^{2r} < \infty$.

### 6.9 Examples

In this section we present some examples of the kind discussed in Sections 6.3, 6.6 and 6.8.

**Example 9.1.** The obvious first example is $g(x) = x^+$ and $a(y) \equiv 1$, which reduces the model to renewal theory for random walks, i.e., Chapter 3.

**Example 9.2.** The case $g(x) = x^+$ yields $\nu(t) = \min\{n : \sum_{k=1}^n Y_k > t \cdot a(n)\}$, $t \geq 0$, that is, first passage times across general boundaries, i.e., Section 4.5.

**Example 9.3.** Next, let $g(x) = (x^+)\frac{1}{1-\beta} \ (0 < \beta < 1)$ and $a(y) \equiv 1$. Then

$$
\nu(t) = \min\{n : n \cdot (\bar{Y}_n)^{1/\beta} > t\} = \min\left\{ n : \sum_{k=1}^n Y_k > t^{1-\beta} \cdot n^\beta \right\},
$$

and a change of boundary parameter shows that the family $\{\nu(t), t \geq 0\}$ corresponds to the family

$$
\min \left\{ n : \sum_{k=1}^n Y_k > tn^\beta \right\} \ (t \geq 0).
$$

More general examples are obtained with more general boundaries.

**Example 9.4.** Let $g(x)$ be as in Example 9.3, but suppose that $\beta > 1$, and let, again, $a(y) \equiv 1$. Computations like those above show that $\{\nu(t), t \geq 0\}$ corresponds to

$$
\min \left\{ n : \sum_{k=1}^n Y_k < tn^\beta \right\} = \min \left\{ n : \frac{\sum_{k=1}^n Y_k}{n^\beta} < t \right\} \ (t \geq 0).
$$

This model is called *inverse renewal theory*; see Goldmann (1984). More general boundaries yield extensions of his results.
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Let, for example, $\beta = 2$ (that is, $g(x) = 1/x^r$) and suppose that $E[Y_1^r] < \infty$, for some $r$, $1 \leq r < 2$. Then $\lambda(t) = 1/(\theta t)$, so that Theorem 3.2 provides the Marcinkiewicz–Zygmund law

$$t^{1/r}(\nu(t) - 1/(\theta t)) \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to 0,$$

which is not contained in Goldmann (1984).

**Example 9.5.** The choices $g(x) = |x|$ and $g(x) = |x|^{1-\beta}$ with $0 < \beta < 1$ or $\beta > 1$ yield two-sided versions of the above. The example $g(x) = x^2$ and $a(y) \equiv 1$ corresponds to $\min\{n : |\sum_{k=1}^n Y_k| > t\sqrt{n}\}$, $t > 0$; “the square root boundary”.

**Example 9.6.** In connection with a sequential procedure, Chernoff (1972), page 80, considers the family

$$\min\left\{ n : \left|\sum_{k=1}^n Y_k\right| + n/2 > t\sqrt{n} \right\} \quad (t \geq 0),$$

which corresponds to $g(x) = (|x| + \frac{1}{2})^2$ and $a(y) \equiv 1$; see also Lai and Siegmund (1977), page 946.

The examples so far were obtained by relatively simple choices of the function $g$. Our final example is more sophisticated. For details beyond those given here and for further examples we refer to Woodroofe (1982), Chapters 6 and 7, Siegmund (1985), Wijsman (1991), Section 3 and references given therein. The example appears in the context of repeated significance tests in one-parameter exponential families.

**Example 9.7.** Consider the family of distributions

$$G_\theta(dx) = \exp\{\theta x - \psi(\theta)\}\lambda(dx), \quad \theta \in \Theta,$$

where $\lambda$ is a nondegenerate, $\sigma$-finite measure on $(-\infty, \infty)$ and $\Theta$ a nondegenerate real interval. Furthermore, let $Y, Y_1, Y_2, \ldots$ be i.i.d. random variables with distribution function $G_\theta$ for some $\theta \in \Theta$, where $\theta$ is unknown, and suppose that we wish to test the hypothesis

$$H_0 : \theta = \theta_0 \quad \text{vs} \quad H_1 : \theta \neq \theta_0.$$

For simplicity we assume that $\theta_0 = 0$ and that $\psi(0) = \psi'(0) = 0$ (this can otherwise be achieved by a renormalization).

As for some facts we mention that the moment generating function $E_\theta \exp\{tY\} = \exp\{\psi(t + \theta) - \psi(\theta)\}$ exists for $t$-values such that $t + \theta \in \Theta$, that $\psi$ is convex, and, assuming that $\psi$ is twice differentiable in a neighborhood of $\theta_0 = 0$, it follows that

$$E_\theta Y = \psi'(\theta) \quad \text{and} \quad \text{Var}_\theta Y = \psi''(\theta) > 0,$$

(in particular, $G_\theta$ is not degenerate).
The log-likelihood ratio is
\[ T_n = \sup_{\theta \in \Theta} \log \prod_{k=1}^{n} \exp \{ \theta Y_k - \psi(\theta) \} = \sup_{\theta \in \Theta} \left\{ \theta \sum_{k=1}^{n} Y_k - n\psi(\theta) \right\} \]
\[ = n \cdot \sup_{\theta \in \Theta} \{ \theta Y_n - \psi(\theta) \} = n \cdot g(\bar{Y}_n), \]

where
\[ g(x) = \sup_{\theta} \left( \theta x - \psi(\theta) \right), \quad -\infty < x < \infty, \]
is the convex (Fenchel) conjugate of \( \psi \). Moreover, \( g \) is convex and twice continuously differentiable. This shows that \( T_n \) can be rewritten in the desired form and that, in fact, all traditional assumptions are satisfied.

The sequential test procedure is to reject \( H_0 \) as soon as \( T_n > c \), that is, the object of interest is
\[ N(t) = \min \{ n : T_n > t \} \quad (t \geq 0). \quad (9.1) \]

This yields a so-called open-ended test. A repeated significance test amounts to rejecting \( H_0 \) as soon as \( T_{N\wedge m} > t \), where \( m \) is some given number or, more generally, to define \( N^*(t) = \min \{ n \geq m_0 : T_n > t \} \) with the same rejection criterion. Here \( m_0 \) represents an initial sample size and \( m \) the maximal sample size.

As a complement to the previous example we close with some applications.

- The typical example is \( \psi(\theta) = \frac{1}{2} \theta^2 \), for which
\[ E_\theta \exp \{ tY \} = \exp \left\{ t\theta + \frac{1}{2} \theta^2 \right\}, \]
which means that \( Y \in N(\theta, 1) \). Then \( g(x) = \frac{1}{2} x^2 \) and
\[ T_n = \frac{1}{2} n \cdot (\bar{Y}_n)^2 = \frac{1}{2n} \left( \sum_{k=1}^{n} Y_k \right)^2 \quad (9.2) \]
(recall the example in Sections 6.6 and 6.8). The stopping procedure (9.1) corresponds to the stopping times
\[ N(t) = \min \left\{ n : \left| \sum_{k=1}^{n} Y_k \right| > t\sqrt{n} \right\} \quad (t \geq 0), \]
(with another \( t \), that is, we rediscover the square root boundary problem. As an example, an application of Theorems 3.3 and 8.3 shows that
\[ \frac{\nu(t) - 2t/\theta^2}{\sqrt{2t/\theta^2}} \to N(0, 1) \quad \text{in distribution and in } L^r \text{ for all } r \quad \text{as} \quad t \to \infty. \]
For the case \( P(Y_1 = 1) = 1 - P(Y_1 = 0) = p, 0 < p < 1 \) (cf. Woodrooffe (1982), Siegmund (1985)), a direct computation (without normalization) shows that \( g(x) = x \log x + (1 - x) \log(1 - x) + \log 2 \), which calls for the stopping times

\[
N(t) = \min\{n : n(\bar{Y}_n \log \bar{Y}_n + (1 - \bar{Y}_n) \log(1 - \bar{Y}_n) + \log 2) > t\} \quad (t \geq 0).
\]

An application of the same theorems yields

\[
\frac{\nu(t) - (p \log p + (1 - p) \log(1 - p) + \log 2)^{-1} \cdot t}{\sqrt{t}} \rightarrow N \quad \text{as} \quad t \rightarrow \infty
\]

in distribution and in \( L^r \) for all \( r \). Here \( N \) is a normal random variable with mean 0 and variance

\[
\frac{p(1 - p)(\log(p/1 - p))^2}{(p \log p + (1 - p) \log(1 - p) + \log 2)^3}.
\]

For the exponential distribution with mean \( 1/(1 - \theta) \) and \( H_0 : \theta = 0 \) we have \( g(x) = x - 1 - \log x \) and

\[
N(t) = \min\{n : n(\bar{Y}_n - 1 - \log \bar{Y}_n) > t\} \quad (t \geq 0).
\]

We leave it to the reader to formulate relevant results for this case.

### 6.10 Stopped Two-Dimensional Perturbed Random Walks

In the same vein as the results in Chapter 3 have been extended to the case of perturbed random walks earlier in this chapter, we shall, in this section, extend the results from Section 4.2 to the case of stopped two-dimensional perturbed random walks. In the following section we consider the case \( Z_n = n \cdot g(\bar{Y}_n) \), after which, in Section 6.12, we present an application to repeated significance tests in two-parameter exponential families and conclude with an example for normally distributed random variables. For more about the latter, see Gut and Schwabe (1996, 1999).

Thus, let \( \{(U_n^{(x)}, U_n^{(y)}), n \geq 1\} \), with i.i.d. increments \( \{(X_k, Y_k), k \geq 1\} \), be a two-dimensional random walk and suppose that \( \mu_y = EY_1 > 0 \) and that \( \mu_x = EX_1 \) exists, finite. Further, let \( \{\xi_n^{(x)}, n \geq 1\} \) and \( \{\xi_n^{(y)}, n \geq 1\} \) be sequences of random variables, such that (cf. (1.9) in the one-dimensional case)

\[
\frac{\xi_n^{(x)}}{n} \xrightarrow{a.s.} 0 \quad \text{and} \quad \frac{\xi_n^{(y)}}{n} \xrightarrow{a.s.} 0 \quad \text{as} \quad n \rightarrow \infty.
\]
As in Section 4.2, we do not assume any independence between the components $X_k$ and $Y_k$ for any $k$, and, as earlier in this chapter, no independence between the perturbations and the future of the random walk.

Next we define the two-dimensional perturbed random walk

$$(Z_n^{(x)}, Z_n^{(y)}) = (U_n^{(x)} + \xi_n^{(x)}, U_n^{(y)} + \xi_n^{(y)}), \quad n \geq 1,$$

and the first passage time process

$$\tau(t) = \min\{n : Z_n^{(y)} > t\} \quad (t \geq 0).$$

Clearly, the first passage times are stopping times (relative to the sequence of $\sigma$-algebras generated by the perturbed random walk). Moreover, since $\mu > 0$ the results from the earlier sections of this chapter apply to $\{\tau(t), t \geq 0\}$ and $\{Z_{\tau(t)}^{(y)}, t \geq 0\}$ (note also that $a(y) \equiv 1$ throughout in this section).

The object of interest is the family of stopped perturbed random walks

$$\{Z_{\tau(t)}^{(x)}, \quad t \geq 0\}.$$ 

As a sample we state the following extensions of the results from Section 4.2. The proofs follow rather much the, by now, usual pattern. We therefore confine ourselves to indicating proofs and pointing to differences and novelties.

**Theorem 10.1.** We have

$$\frac{Z_n^{(x)}}{t} \xrightarrow{a.s.} \frac{\mu_x}{\mu_y} \quad \text{as} \quad t \to \infty.$$

**Theorem 10.2.** Let $1 \leq r < 2$ and suppose that $E|X|^r < \infty$ and $E|Y|^r < \infty$. If

$$\frac{\xi_n^{(x)}}{n^{1/r}} \xrightarrow{a.s.} 0 \quad \text{and} \quad \frac{\xi_n^{(y)}}{n^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad n \to \infty,$$

then

$$\frac{Z_{\tau(t)}^{(x)} - \frac{\mu_x}{\mu_y} t}{n^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty.$$

**Theorem 10.3.** Suppose that $\sigma^2_x = \text{Var} X_1 < \infty$, $\sigma^2_y = \text{Var} Y_1 < \infty$ and that $\gamma^2 = \text{Var}(\mu_y X_1 - \mu_x Y_1) > 0$. If

$$\frac{\xi_n^{(x)}}{\sqrt{n}} \xrightarrow{a.s.} 0 \quad \text{and} \quad \frac{\xi_n^{(y)}}{\sqrt{n}} \xrightarrow{a.s.} 0 \quad \text{as} \quad n \to \infty,$$

or if

$$\frac{\xi_n^{(x)}}{\sqrt{n}} \xrightarrow{p} 0 \quad \text{and} \quad \frac{\xi_n^{(y)}}{\sqrt{n}} \xrightarrow{p} 0 \quad \text{as} \quad n \to \infty.$$
and
\[\left\{ \xi_n^{(x)}, \ n \geq 1 \right\} \text{ and } \left\{ \xi_n^{(y)}, \ n \geq 1 \right\} \text{ satisfy Anscombe’s condition,}\]
then
\[\frac{Z^{(x)}_{\tau(t)} - \frac{\mu_x}{\mu_y} t}{\mu_y^{-3/2} \gamma \sqrt{\tau(t)}} \xrightarrow{d} N(0, 1) \text{ as } t \to \infty.\]

**Theorem 10.4.** Suppose that \(\sigma_x^2 = \text{Var} X_1 < \infty, \ \sigma_y^2 = \text{Var} Y_1 < \infty\) and that \(\gamma^2 = \text{Var} (\mu_y X_1 - \mu_x Y_1) > 0\). If
\[\frac{\xi_n^{(x)}}{\sqrt{n \log \log n}} \xrightarrow{a.s.} 0 \text{ and } \frac{\xi_n^{(y)}}{\sqrt{n \log \log n}} \xrightarrow{a.s.} 0 \text{ as } n \to \infty,
\]
then
\[C \left( \left\{ \frac{Z^{(x)}_{\tau(t)} - \frac{\mu_x}{\mu_y} t}{\mu_y^{-3/2} \gamma \sqrt{2t \log \log t}}, \ t \geq 3 \right\} \right) = [-1, 1] \text{ a.s.}\]

In particular,
\[\limsup_{t \to \infty} (\liminf_{t \to \infty}) \frac{Z^{(x)}_{\tau(t)} - \frac{\mu_x}{\mu_y} t}{\sqrt{2t \log \log t}} = \left( -\frac{\gamma}{\mu_y^{3/2}} \right) \text{ a.s.}\]

We confine ourselves to proving Theorem 10.3 leaving the others to the reader; it is just a matter of modifying the proofs in Sections 4.2 and those given earlier in this chapter in the natural manner.

**Proof of Theorem 10.3.** Following the proof of Theorem 4.2.3 we set
\[S_n = \mu_y U_n^{(x)} - \mu_x U_n^{(y)}, \ n \geq 1.\]

The random walk \(\{S_n, n \geq 1\}\) thus defined has increments with mean 0 and finite variance \(\gamma^2\). It follows from the central limit theorem, Theorem 2.1 and Anscombe’s theorem (Theorem 1.3.1) that
\[\frac{S_{\tau(t)}}{\gamma \sqrt{\tau(t)}} \xrightarrow{d} N(0, 1) \text{ as } t \to \infty.\]

Next we note that
\[\frac{\xi_{\tau(t)}^{(x)}}{\sqrt{\tau(t)}} \xrightarrow{p} 0 \text{ and } \frac{\xi_{\tau(t)}^{(y)}}{\sqrt{\tau(t)}} \xrightarrow{p} 0 \text{ as } t \to \infty\]
by the assumptions on the perturbing processes and Theorem 1.2.1 or Anscombe’s theorem, respectively. In either case it follows that

$$\frac{S_{\tau(t)} + \mu_y \xi_{\tau(t)} - \mu_x \xi_{\tau(t)}}{\gamma \sqrt{\tau(t)}} \overset{d}{\to} N(0, 1) \text{ as } t \to \infty,$$

which is the same as

$$\frac{\mu_y Z_{\tau(t)}^x - \mu_x Z_{\tau(t)}^y}{\gamma \sqrt{\tau(t)}} \overset{d}{\to} N(0, 1) \text{ as } t \to \infty.$$

Combining this with Theorem 2.8 and Remark 1.4, which take care of the overshoots \( R(t) = Z_{\tau(t)}^y - t, \ t \geq 0 \), we arrive at

$$\frac{\mu_y Z_{\tau(t)}^x - \mu_x t}{\gamma \sqrt{\tau(t)}} \overset{d}{\to} N(0, 1) \text{ as } t \to \infty.$$

A final application of Theorem 10.1 and some trivial rearrangements finish the proof. \( \square \)

**Remark 10.1.** As in Section 4.2 it is possible to allow for \( \{Z_n^x, n \geq 1\} \) to be multidimensional and, for example, obtain a multidimensional version of Theorem 10.3. In particular, one can show that \( (Z_{\tau(t)}^x, \tau(t)) \) is asymptotically normal with the same (asymptotic) parameters as in the pure random walk case.

We close this section by stating Theorem 2 of Larsson-Cohn (2000a). The result is the two-dimensional analog of Theorem 2.6 and, thus, provides the extension of Theorem 10.3 to a functional central limit theorem.

**Theorem 10.5.** Let \( a(y) \equiv 1 \). Suppose that \( \sigma_x^2 = \text{Var} \ X_1 < \infty, \ \sigma_y^2 = \text{Var} \ Y_1 < \infty \), and set

$$Z_n^x(t, \omega) = \frac{Z_{\tau(nt, \omega)}(\omega) - \frac{nt \mu_x}{\mu_y}}{\gamma \sqrt{n}} \ (t \geq 0),$$

where \( \gamma^2 = \text{Var}(\mu_y X_1 - \mu_x Y_1) > 0 \). If

$$\frac{\max_{1 \leq k \leq n} \xi_k}{\sqrt{n}} \overset{p}{\to} 0 \quad \text{and} \quad \frac{\max_{1 \leq k \leq n} \xi_k}{\sqrt{n}} \overset{p}{\to} 0 \quad \text{as} \quad n \to \infty,$$

then

$$Z_n^x \overset{J_1}{\Rightarrow} W \quad \text{as} \quad n \to \infty.$$
6.11 The Case $Z_n = n \cdot g(\bar{Y}_n)$

The present section is devoted to a brief discussion of two-dimensional analogs of the special case $Z_n = n \cdot g(\bar{Y}_n)$. In the following section we mention an application to repeated significance tests in exponential families, together with an example involving the normal distribution.

Thus, suppose that $X_1, X_2, \ldots$ and $Y_1, Y_2, \ldots$ are sequences of i.i.d. random variables with finite means $\theta_x$ and $\theta_y$, respectively—no independence is assumed between the sequences. Suppose, further, that $g_x \in \mathcal{G}$ and $g_y \in \mathcal{G}$, and consider

$$(Z_n^{(x)}, Z_n^{(y)}) = (n \cdot g_x(\bar{X}_n), n \cdot g_y(\bar{Y}_n)), \quad n \geq 1,$$

the first passage time process

$$\tau(t) = \min\{n : Z_n^{(y)} > t\} \quad (t \geq 0),$$

and the stopped family

$$\{Z_{\tau(t)}^{(x)}, t \geq 0\}.$$

The strong law, the Marcinkiewicz–Zygmund strong law, and the central limit theorem are as follows.

**Theorem 11.1.** We have

$$\frac{Z_{\tau(t)}^{(x)}}{t} \xrightarrow{a.s.} \frac{g_x(\theta_x)}{g_y(\theta_y)} \quad \text{as} \quad t \to \infty.$$

**Theorem 11.2.** Let $1 \leq r < 2$ and suppose that $E|X|^r < \infty$ and $E|Y|^r < \infty$. If $g'_x \in \text{Lip}(1, \theta_x)$ and $g'_y \in \text{Lip}(1, \theta_y)$, then

$$\frac{Z_{\tau(t)}^{(x)} - \frac{g_x(\theta_x)}{g_y(\theta_y)}t}{t^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty.$$

**Theorem 11.3.** Suppose that $\text{Var} X_1 < \infty$, $\text{Var} Y_1 < \infty$, and that $g'_x$ and $g'_y$ are continuous at $\theta_x$ and $\theta_y$, respectively. Then

$$\frac{Z_{\tau(t)}^{(x)} - \frac{g_x(\theta_x)}{g_y(\theta_y)}t}{(g_y(\theta_y))^{-3/2}\gamma \sqrt{t}} \xrightarrow{d} N(0, 1) \quad \text{as} \quad t \to \infty,$$

where

$$\gamma^2 = \text{Var} \left( g_y(\theta_y)g'_x(\theta_x)X_1 - g_x(\theta_x)g'_y(\theta_y)Y_1 \right)$$

is assumed to be positive.

We only prove Theorem 11.3.
Proof of Theorem 11.3. Taylor expansion of the components shows that \( \{ (Z_n^{(x)}, Z_n^{(y)}), n \geq 1 \} \) as defined is, indeed, a two-dimensional perturbed random walk satisfying the conditions of Theorem 10.3, where \( X_k \) there corresponds to \( g_x(\theta_x) + g'_x(\theta_x)(X_k - \theta_x) \) here, \( \mu_x \) there to \( g_x(\theta_x) \) here, and \( \sigma_x^2 \) there to \( (g'_x(\theta_x))^2 \text{Var } X_1 \) here. Similarly for the other random walk component. The remainders in the expansion correspond to the perturbing parts. Finally, \( \gamma^2 \) there corresponds to the expression in the statement above. These facts all follow from what we already have proved in the one-dimensional case earlier in this chapter, see in particular Lemma 3.4. We omit the details.

The conclusion now follows from Theorem 10.3.

An interesting variant is when the second component is two-dimensional; this is the case in our application below.

Suppose that \( \{ X_k, k \geq 1 \} \) and \( g_x \) are as before and that \( (Y_k^{(1)}, Y_k^{(2)}), k \geq 1, \) are i.i.d. two-dimensional random variables with mean vector \( (\theta_y^{(1)}, \theta_y^{(2)}) \), that \( g_y(y_1, y_2) \) is positive and continuous in a neighborhood of \( (\theta_y^{(1)}, \theta_y^{(2)}) \) and non-negative elsewhere, and consider

\[
(Z_n^{(x)}, Z_n^{(y)}) = (n \cdot g_x(\bar{X}_n), n \cdot g_y(\bar{Y}_n^{(1)}, \bar{Y}_n^{(2)})), \quad n \geq 1,
\]

the first passage time process

\[
\tau(t) = \min\{n : Z_n^{(y)} > t\} \quad (t \geq 0),
\]

and the stopped family

\[
\{ Z_{\tau(t)}^{(x)}, \quad t \geq 0 \}.
\]

The generalizations of Theorems 11.1 and 11.3 run as follows.

**Theorem 11.4.** We have

\[
\frac{Z_{\tau(t)}^{(x)}}{t} \xrightarrow{\text{a.s.}} \frac{g_x(\theta_x)}{g_y(\theta_y^{(1)}, \theta_y^{(2)})} \text{ as } t \to \infty.
\]

**Theorem 11.5.** Suppose that \( \text{Var } X_1 < \infty, \text{Cov } Y \) is positive definite and that \( g'_x, \frac{\partial g_y}{\partial y_1} \) and \( \frac{\partial g_y}{\partial y_2} \) are continuous at \( \theta_x \) and \( (\theta_y^{(1)}, \theta_y^{(2)}) \), respectively. Then

\[
\frac{Z_{\tau(t)}^{(x)} - \frac{g_x(\theta_x)}{g_y(\theta_y^{(1)}, \theta_y^{(2)})} t}{\left( \gamma(\theta_y^{(1)}, \theta_y^{(2)}) \right)^{-3/2} \sqrt{t}} \xrightarrow{\text{d}} N(0, 1) \quad \text{as } t \to \infty,
\]

where

\[
\gamma^2 = \text{Var} \left( g_y(\theta_y^{(1)}, \theta_y^{(2)}) g'_x(\theta_x) X_1 - g_x(\theta_x) \left\{ \frac{\partial g_y}{\partial y_1} (\theta_y^{(1)}, \theta_y^{(2)}) Y_1^{(1)} + \frac{\partial g_y}{\partial y_2} (\theta_y^{(1)}, \theta_y^{(2)}) Y_1^{(2)} \right\} \right)
\]

is assumed to be positive.
The results are proved along the lines of the previous ones, the essential difference being that Taylor expansion in the second component introduces partial derivatives.

**Remark 11.1.** If, in particular, \( X_k = 1 \) a.s. for all \( k \) the results yield asymptotics for \( \tau(t) \) as \( t \to \infty \).

**Remark 11.2.** One can also prove multidimensional versions analogous to those cited in Remark 10.1.

### 6.12 An Application

The application below is related to repeated significance tests in two-parameter exponential families. Interestingly enough it is not merely an extension from the one-parameter family to the two-parameter family case; the results can be used to provide additional insights, in particular relations between marginal one-parameter tests and joint tests. For the one-dimensional case we refer back to Section 6.9 and references given there, and for the multidimensional case to Woodroofe (1982), Chapter 8, and Siegmund (1985). Woodroofe (1978), Lalley (1983) and Hu (1988) treat related aspects of the model. Gut and Schwabe (1996, 1999) consider some statistical aspects that are consequences of the results below. Namely, it may for example happen that, whereas the two-dimensional test statistic falls into the (two-dimensional) critical region, none of the (one-dimensional) marginal test statistics fall into theirs, which means that one may conclude that “something is wrong somewhere” but not where or what.

In order to put this into mathematics, consider the family of distributions

\[
G_{\theta_1, \theta_2}(dy_1, dy_2) = \exp\{\theta_1 y_1 + \theta_2 y_2 - \psi(\theta_1, \theta_2)\} \lambda(dy_1, dy_2), \quad (\theta_1, \theta_2) \in \Theta,
\]

where \( \lambda \) is a nondegenerate, \( \sigma \)-finite measure on \( \mathbb{R}^2 \), \( \Theta \) a convex subset of \( \mathbb{R}^2 \) and \( \psi \) is, for simplicity, strictly convex and twice differentiable. The corresponding moment generating function equals

\[
E_{\theta} \exp\{t_1 Y_1 + t_2 Y_2\} = \exp\{\psi(\theta_1 + t_1, \theta_2 + t_2) - \psi(\theta_1, \theta_2)\},
\]

and the corresponding mean vector equals

\[
E \begin{pmatrix} Y_1 \\ Y_2 \end{pmatrix} = \begin{pmatrix} \frac{\partial \psi}{\partial \theta_1}(\theta_1, \theta_2) \\ \frac{\partial \psi}{\partial \theta_2}(\theta_1, \theta_2) \end{pmatrix}.
\]

Let \((Y_k^{(1)}, Y_k^{(2)}), k \geq 1\), be i.i.d. two-dimensional random variables with distribution function \( G_{\theta_1, \theta_2} \), where the parameters are unknown. Suppose we wish to test the hypothesis

\[
H_0 : \theta_1 = \theta_{01}, \theta_2 = \theta_{02} \quad \text{vs.} \quad H_1 : \theta_1 \neq \theta_{01} \text{ or } \theta_2 \neq \theta_{02},
\]

where w.l.o.g. we assume that \((\theta_{01}, \theta_{02}) = (0, 0) \in \Theta\) and that \( \psi(0, 0) = \frac{\partial \psi}{\partial \theta_1}(0, 0) = \frac{\partial \psi}{\partial \theta_2}(0, 0) = 0 \) (cf. Example 9.7 for the univariate case).
The log-likelihood ratio is

\[ T_n = \sup_{(\theta_1, \theta_2) \in \Theta} \log \prod_{k=1}^{n} \exp \{ \theta_1 Y_k^{(1)} + \theta_2 Y_k^{(2)} - \psi(\theta_1, \theta_2) \} \]

\[ = \sup_{(\theta_1, \theta_2) \in \Theta} \left\{ \theta_1 \sum_{k=1}^{n} Y_k^{(1)} + \theta_2 \sum_{k=1}^{n} Y_k^{(2)} - n\psi(\theta_1, \theta_2) \right\} \]

\[ = n \cdot \sup_{(\theta_1, \theta_2) \in \Theta} \{ \theta_1 \bar{Y}_n^{(1)} + \theta_2 \bar{Y}_n^{(2)} - \psi(\theta_1, \theta_2) \} \]

\[ = n \cdot g(\bar{Y}_n^{(1)}, \bar{Y}_n^{(2)}), \]

where

\[ g(y_1, y_2) = \sup_{\theta_1, \theta_2} (\theta_1 y_1 + \theta_2 y_2 - \psi(\theta_1, \theta_2)), \quad -\infty < y_1, y_2 < \infty, \]

is the convex conjugate of \( \psi \). Moreover, \( g \) is strictly convex and twice continuously differentiable. It follows that \( \{T_n, n \geq 1\} \) is a perturbed random walk of the special form considered above. Note also that all traditional assumptions are satisfied.

For sequential test procedures a typical object of interest is

\[ \tau = \tau(t) = \min \{ n : T_n > t \} \quad (t > 0), \]

for which asymptotics can be obtained from above.

However, now we may, in addition, consider \( T_n, n \geq 1 \), as a second component of a two-dimensional perturbed random walk as treated in Section 6.11 and apply our results from there. As a first component we might, for example, consider \( \sum_{k=1}^{n} Y_k^{(1)} \) and \( \sum_{k=1}^{n} Y_k^{(2)}, n \geq 1 \), or, via the multidimensional versions of the results above, both of them jointly, in order to obtain asymptotics about the size of the marginal sums at the time of rejection of the two-dimensional null hypothesis. Another possible limit theorem concerns the joint asymptotics of the stopping time and one (or both) of \( \sum_{k=1}^{n} Y_k^{(1)} \) and \( \sum_{k=1}^{n} Y_k^{(2)}, n \geq 1 \).

**Example 12.1.** The natural and simplest first example normally is the normal distribution. Suppose that \( (Y_k^{(1)}, Y_k^{(2)}), k \geq 1 \), are i.i.d. with independent normal components with means \( \theta_1 \) and \( \theta_2 \), respectively, and common variance 1. It follows that \( \psi(\theta_1, \theta_2) = \frac{1}{2}(\theta_1^2 + \theta_2^2) \), that \( g(y_1, y_2) = \frac{1}{2}(y_1^2 + y_2^2) \) and, hence, that

\[ T_n = \frac{n}{2} (\bar{Y}_n^{(1)})^2 + (\bar{Y}_n^{(2)})^2 = \frac{1}{2n} \left( \left( \sum_{k=1}^{n} Y_k^{(1)} \right)^2 + \left( \sum_{k=1}^{n} Y_k^{(2)} \right)^2 \right) \]

\[ = \frac{1}{2n} ((\Sigma_n^{(1)})^2 + (\Sigma_n^{(2)})^2), \]

which is a natural analog of (9.2) in the one-dimensional case.
With $\Sigma_n = (\Sigma_n^{(1)}, \Sigma_n^{(2)})'$ and $\| \cdot \|$ denoting Euclidean distance in $\mathbb{R}^2$, the relevant stopping time becomes

$$\tau(t) = \min \{ n : \| \Sigma_n \| > \sqrt{2tn} \} \quad (t \geq 0),$$

which might be interpreted as a generalization of the square root boundary problem.

Finally, here are some conclusions under relevant alternatives concerning this setup, which might be used for comparisons between marginal and two-dimensional tests.

1. By Theorem 11.4 with $X_k = 1$ a.s. for all $k$ we have $g(x) \equiv 1$ and

$$\frac{\tau(t)}{t} \overset{a.s.}{\longrightarrow} \frac{2}{\theta_1^2 + \theta_2^2} \quad \text{as} \quad t \to \infty.$$

2. The corresponding strong laws for the marginal tests are

$$\frac{\tau_i(t)}{t} \overset{a.s.}{\longrightarrow} \frac{2}{\theta_i^2} \quad \text{as} \quad t \to \infty, \quad i = 1, 2.$$

3. An application of Theorem 11.5 with $X_k = 1$ a.s. for all $k$ tells us that

$$\frac{\tau(t) - \frac{2}{\theta_1^2 + \theta_2^2} t}{\frac{1}{\theta_1^2 + \theta_2^2} \sqrt{8t}} \overset{d}{\longrightarrow} N(0, 1) \quad \text{as} \quad t \to \infty.$$

4. For the marginal tests we quote from the end of Section 6.9,

$$\frac{\tau_i(t) - \frac{2}{\theta_i^2} t}{\frac{1}{\theta_i^2} \sqrt{8t}} \overset{d}{\longrightarrow} N(0, 1) \quad \text{as} \quad t \to \infty, \quad i = 1, 2.$$

5. With $X_k = Y_k^{(1)}$ for all $k$ we have $g_x(x) = x$, which, together with Theorem 11.4, yields

$$\frac{\sum_{k=1}^{\tau(t)} Y_k^{(1)}}{\tau(t)} \overset{a.s.}{\longrightarrow} \frac{2\theta_1}{\theta_1^2 + \theta_2^2} \quad \text{as} \quad t \to \infty,$$

and, together with Theorem 11.5, yields

$$\frac{\sum_{k=1}^{\tau(t)} Y_k^{(1)} - \frac{2\theta_1}{\theta_1^2 + \theta_2^2} t}{\sqrt{\frac{2t}{\theta_1^2 + \theta_2^2}}} \overset{d}{\longrightarrow} N(0, 1) \quad \text{as} \quad t \to \infty.$$

6. Alternatively, if we let $T_{i,n}, i = 1, 2$, denote the marginal log-likelihood ratios, and set $g_x(x) = \frac{1}{2} x^2$, we obtain

$$\frac{T_{i,n}(\tau(t))}{\tau(t)} \overset{a.s.}{\longrightarrow} \frac{\theta_i^2}{\theta_1^2 + \theta_2^2} \quad \text{as} \quad t \to \infty, \quad i = 1, 2,$$
and, for $\theta_1 \theta_2 \neq 0$,
\[
T_{i,\tau}(t) - \frac{\theta^2}{\theta_1^2 + \theta_2^2} t \overset{d}{\to} N(0,1) \quad \text{as} \quad t \to \infty, \quad i = 1, 2.
\]

We close by reminding the reader that statistical conclusions of the above results may be found in Gut and Schwabe (1996, 1999).

### 6.13 Remarks on Further Results and Extensions

The results in this book all concern stopped (perturbed) random walks and first passage times for (perturbed) random walks. Clearly,

- some additional problems have been considered in the literature;
- most results can be extended to more general models.

In this section we provide some glimpses into some of these matters.

#### The difference between two stopping times

The perturbed random walk $\{Z_n, n \geq 1\}$ contains two parts; the random walk itself $\{S_n, n \geq 0\}$ and the perturbation $\{\xi_n, n \geq 1\}$. We have seen that the results for the random walk case in earlier chapters remain true for perturbed random walks under suitable smallness conditions on the perturbation. The following natural question therefore arises: How large is the difference between the first passage times of a random walk and those of its perturbed version?

Technically, in addition to the first passage time process $\{\nu(t), t \geq 0\}$ for the perturbed random walk, where in the following $a(y) \equiv 1$, we introduce the first passage times
\[
\tau(t) = \min\{n : S_n > t\} \quad (t \geq 0),
\]
where, as before, the increments $X_1, X_2, \ldots$ of the random walk have positive, finite mean $\mu$. The question we thus address here is to find estimates or limit theorems for $\nu(t) - \tau(t)$. This problem was investigated in Larsson-Cohn (2001b) and in Alsmeyer (2001b).

In addition to the usual setup it is also assumed that $\xi_n$ is independent of $\{X_k, k > n\}$ for all $n$—recall (1.4)—and note that this is automatically satisfied in the case $Z_n = n \cdot g(Y_n)$ in view of (1.6)–(1.7).

The following weak law is due to Larsson-Cohn (2001b), Theorem 3.1.

**Theorem 13.1.** Let $\psi$ be regularly varying with exponent $\rho$ ($0 \leq \rho < 1$), and such that $\psi(x) \to \infty$ as $x \to \infty$. Furthermore, suppose that
\[
\frac{\xi_n}{\psi(n)} \overset{a.s.}{\to} 0 \quad \text{as} \quad n \to \infty,
\]
or that
\[
\frac{\xi_n}{\psi(n)} \xrightarrow{p} 0 \quad \text{as} \quad n \to \infty \quad \text{and}
\]
\[
\left\{ \frac{\xi_n}{\psi(n)}, n \geq 1 \right\} \text{satisfies Anscombe’s condition.}
\]

Then
\[
\frac{\nu(t) - \tau(t)}{\psi(t)} \xrightarrow{p} 0 \quad \text{as} \quad t \to \infty.
\]

The corresponding results for the case \( Z_n = n \cdot g(\bar{Y}_n) \) is Larsson-Cohn (2001b), Theorem 5.1.

**Theorem 13.2.** (a) Let \( 0 < \rho < 1 \) and suppose that \( E|Y|^{\frac{2}{1+\rho}} < \infty \). Then
\[
\frac{\nu(t) - \tau(t)}{t^\rho} \xrightarrow{p} 0 \quad \text{as} \quad t \to \infty. \tag{13.1}
\]

In particular, if \( E|Y|^r < \infty \) for every \( r < 2 \), then (13.1) holds for all \( \rho > 0 \).

(b) If \( EY^2 < \infty \) and \( \psi \) is slowly varying and such that
\[
\frac{\psi(n)}{\log \log n} \to \infty \quad \text{as} \quad n \to \infty,
\]

then
\[
\frac{\nu(t) - \tau(t)}{\psi(t)} \xrightarrow{p} 0 \quad \text{as} \quad t \to \infty.
\]

As for strong laws it follows immediately from Theorems 3.4.4 and 2.2 that, if \( E|X|^r < \infty \) for some \( r \in [1,2) \), and \( \xi_n/n^{1/r} \xrightarrow{a.s.} 0 \) as \( n \to \infty \), then
\[
\frac{\nu(t) - \tau(t)}{t^{1/r}} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty.
\]

For further results in the general case we refer to Larsson-Cohn (2001b). The following strong law for the case \( Z_n = n \cdot g(\bar{Y}_n) \) is Larsson-Cohn (2001b), Theorem 5.4.

**Theorem 13.3.** Let \( 0 < \rho < 1 \) and suppose that \( E|Y|^r < \infty \) for some \( r \) such that
\[
\begin{cases} 
 r > \frac{2(1-\rho)}{\rho}, & \text{when} \quad 0 < \rho \leq \frac{1}{2}, \\
 r = \frac{1}{\rho}, & \text{when} \quad \rho = \frac{1}{2}.
\end{cases}
\]

Then
\[
\frac{\nu(t) - \tau(t)}{t^\rho} \xrightarrow{a.s.} 0 \quad \text{as} \quad t \to \infty.
\]

**Remark 13.1.** Note, however, that \( r \geq 2 \), that is, finite variance is assumed, in all cases.
In addition to these results, Alsmeyer (2001b) proved the following results concerning distributional convergence in the nonarithmetic case under the usual conditions in nonlinear renewal theory mentioned in Section 6.1. However, before stating them we need the following piece of notation.

Suppose that the random walk is nonarithmetic. Let $T_1$ denote the first strong ascending ladder epoch and, thus, $S_{T_1}$ the first strong ascending ladder height (Section 2.9). Since $0 < \mu = EX < \infty$ we know from Chapter 3 that $E S_{T_1} < \infty$, and that

$$R(t) = S_{\tau(t)} - t \xrightarrow{d} Z \quad \text{as} \quad t \to \infty,$$

where

$$F_Z(x) = \frac{1}{ES_{T_1}} \int_{-\infty}^{x} (1 - F_{S_{T_1}}(y)) \, dy.$$

Finally, set

$$G_a(x) = 1 - F_Z(a) + \int_{0}^{\infty} P(\tau(a - y) \leq x) \, dF_Z(y).$$

**Theorem 13.4.** Suppose that the random walk is nonarithmetic, that conditions (1.2)–(1.4) are satisfied, and, furthermore, that

$$\xi_n \xrightarrow{d} \xi \quad \text{as} \quad n \to \infty.$$

Then

$$\tau(t) - \nu(t) \xrightarrow{d} V \quad \text{as} \quad t \to \infty, \quad \text{where} \quad F_V(x) = \int_{-\infty}^{\infty} G_a(x) \, dF_\xi(a).$$

**Theorem 13.5.** Suppose that the random walk is nonarithmetic, that conditions (1.2)–(1.4) are satisfied, and, let $\psi$ be regularly varying with exponent $0 \leq \rho < 1$, and such that $\psi(x) \to \infty$ as $x \to \infty$. If

$$\frac{\xi_n}{\psi(n)} \xrightarrow{d} \xi \quad \text{as} \quad n \to \infty,$$

where $F_\xi$ is continuous at 0, then

$$\frac{\mu}{\psi(t/\mu)} (\tau(t) - \nu(t)) \xrightarrow{d} \xi \quad \text{as} \quad t \to \infty.$$

**Erdős-Rényi laws**

The classical limit laws concern *partial sums*, typically of i.i.d. random variables. The so-called Erdős-Rényi laws focus on the increments or windows of such processes. The name stems from the seminal paper Erdős and Rényi
(1970). In the setting above this means that the interest centers around quantities such as
\[
\max_{1 \leq j \leq n-k} (S_{j+k} - S_j) \quad \text{and} \quad \max_{1 \leq j \leq n-k} \max_{1 \leq i \leq k} (S_{j+i} - S_i),
\]
where, for example, in the first expression \(k\) may or may not depend on \(n\).

As an example we quote Theorem 1 from Steinebach (1986) where an analog is proved for first passage time processes.

**Theorem 13.6.** Let \(X_1, X_2, \ldots\) be i.i.d. random variables with positive mean \(\mu\) and positive, finite variance \(\sigma^2\), and suppose that, for some \(s_1 \in (-\infty, 0)\),
\[
\psi(t) = E \exp\{sX_1\} < \infty \quad \text{for} \quad s_1 < s \leq 0.
\]
Set
\[
I = \left\{ \frac{\psi'(s)}{\psi(s)} : s_1 < s < 0 \right\} \quad \text{and} \quad \rho(1/a) = \inf_{s} (\psi(s) \exp\{-s/a\}).
\]
Finally, if \(0 < 1/a < \mu\) with \(1/a \in I\), and \(C(a)\) is such that \(\exp\{-1/C(a)\} = \rho^a(1/a)\), then, for the first passage time process \(\nu(t), t \geq 0\), we have
\[
\left| \frac{\sup_{0 \leq t \leq T-K} (\nu(t + K) - \nu(t)) - a}{C(a) \log T} \right| = O\left( \frac{\log \log T}{\log T} \right) \quad \text{as} \quad T \to \infty,
\]
i.e.,
\[
\sup_{0 \leq t \leq T-K} (\nu(t + K) - \nu(t)) - aC(a) \log T = O(\log \log T) \quad \text{as} \quad T \to \infty.
\]

**Strong invariance principles**

Donsker’s theorem and its extensions, so-called weak invariance principles that were discussed in Chapter 5, tell us that summation processes and first passage time processes can be approximated by Brownian motion (Wiener processes) or stable processes in a distributional sense; the results deal with convergence in distribution, in this context called weak convergence. Another means of approximation is pathwise approximation, which is called strong approximation. Such results are therefore called strong invariance principles.

Two path breaking papers in this context are Komlós, Major and Tusnády (1975, 1976) (see also e.g. Csörgő and Révész (1981)) who provided strong approximation results for sums of i.i.d. random variables with mean zero and a finite moment generating function—later under certain moment conditions. They proved that
\[
\max_{0 \leq k \leq n} |S_n - W(n)| \overset{a.s.}{=} o(g(n)) \quad \text{as} \quad n \to \infty,
\]
where $S_n, n \geq 1,$ are partial sums, $W(t), t \geq 0,$ is a suitably rescaled Wiener process, and $g$ some function depending on the integrability of the original summation process.

The analog for counting processes (first passage times) was obtained by Csörgő, Horváth and Steinebach (1987), who proved e.g. the following result.

**Theorem 13.7.** Suppose that $X_1, X_2, \ldots$ be i.i.d. random variables with positive mean $\mu$, positive, finite variance $\sigma^2$, and $E|X_1|^r < \infty$ for some $r > 2$. Let, as before, $\{\nu(t), t \geq 0\}$ be the associated first passage time process. Then one can define a standard Wiener process $\{W(t), t \geq 0\}$, such that

$$\sup_{0 \leq t \leq n} |\nu(t) - W(t)| \overset{a.s.}{=} o(n^{1/r}) \quad \text{as} \quad n \to \infty.$$ 

We also remark that the authors obtain results under assumptions weaker than i.i.d. summands.

A strong approximation theorem in nonlinear renewal theory is given in Horváth (1985).

**Higher order expansions**

After strong laws one has the central limit theorem and Berry-Esseen type results (cf. e.g. Gut (2007), Section 7.6). Higher order expansions for sums are often treated under the heading Edgeworth expansions. Analogous result also exist in the renewal theoretic context. We confine ourselves at this point to referring to Siegmund (1985).

**Local limit theorems**

Local limit theorems, i.e., results concerning the approximation of $P(\nu(t) = n)$ with a normal density do not seem to arouse a great amount of interest. In addition to the references in Section 3.5 we mention Wang (1992).

**Processes with independent stationary increments**

There exist natural extensions to first passage times of stochastic processes with independent stationary increments with positive drift; see e.g. Gut (1974a, 1975b, 1996, 1997).

**Markov renewal theory**

An abbreviated description of the setup in Markov renewal theory—for further details, see papers by Alsmeyer and coauthors in the list of references—consists of measurable spaces $(S, \mathcal{S})$ and $(Y, \mathcal{Y})$ with countably generated $\sigma$-fields and a transition kernel $\mathbb{P} : S \times (S \otimes \mathcal{B} \otimes \mathcal{Y}) \to [0, 1]$, where $\mathcal{B}$ is the Borel-$\sigma$-algebra on $\mathbb{R}$. Further, $\{(M_n, X_n, Y_n), n \geq 0\}$ is an associated Markov chain, defined on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$, with state space $S \times \mathbb{R} \times \mathcal{Y}$, i.e.,
for all \( n \geq 0 \) and \( A \in \mathcal{S}, B \in \mathcal{B}, C \in \mathcal{Y} \). Thus \((M_{n+1}, X_{n+1}, Y_{n+1})\) depends on the past only through \( M_n \). This produces a Markov chain.

Markov renewal theory deals with certain asymptotic properties of the Markov random walk \( \{(M_n, S_n), n \geq 0\} \), where \( S_n = X_0 + X_1 + \cdots + X_n \) for \( n \geq 0 \), and related processes. An important assumption is that of, what is called Harris recurrence, which induces a regenerative structure on the full sequence \( \{(M_n, X_n, Y_n), n \geq 0\} \), which, in turn, conveniently generates a strictly increasing sequence of stopping times (with respect to an appropriate \( \sigma \)-algebra), called regeneration times. The essential point is that the regeneration times divide the process under consideration into one-dependent cycles (blocks), which are stationary (except for the first two).

Some of the results in Section 4.2 (Gut and Janson (1983)) have been extended to this setting in Alsmeyer and Gut (1999). An important point there was that the application to chromatographic processes (Subsection 4.3.1) was generalized to include more than two phases, which amounts to allowing for more than two layers in the river (Subsection 4.3.2).

In addition to the papers by Alsmeyer and coauthors in the list of references we mention Melfi (1992, 1994) and to Su (1993) for more on this topic.

**Records and record times**

In many applications, such as the strength of materials, flooding or “shocks” of various kinds, extremes rather than sums are of importance. A special case concerns the theory of records, that is, extremes at their first appearance. Records are by no means connected to renewal theory as we have encountered it here, but the technique of using stopped sums in order to prove laws of large numbers, central limit theorems, and so on has proved useful (see Gut (1990a, 2007)), the point being that “the number of records so far” and “the record times” are inverses of each other in the same way as a renewal process and its counting process. In this subsection we provide a brief hint on the procedure. For details we refer to the cited sources and further references given there.

Thus, let \( X, X_1, X_2, \ldots \) be independent, identically distributed, and in order to avoid ties, continuous random variables. The record times are \( L(1) = 1 \) and, recursively,

\[
L(n) = \min\{k : X_k > X_{L(n-1)}\}, \quad n \geq 2,
\]

the record values are \( X_{L(n)} \), \( n \geq 1 \), and the associated counting process \( \{\mu(n), n \geq 1\} \) is

\[
\mu(n) = \# \text{records among } X_1, X_2, \ldots, X_n = \max\{k : L(k) \leq n\}.
\]
If we let
\[ I_k = \begin{cases} 
1, & \text{if } X_k \text{ is a record}, \\
0, & \text{otherwise},
\end{cases} \]

it follows that \( \mu(n) = \sum_{k=1}^{n} I_k \), \( n \geq 1 \), where, as one can show, the indicators are independent random variables, so that

\[ m_n = E \mu(n) = \sum_{k=1}^{n} \frac{1}{k} = \log n + \gamma + o(1) \quad \text{as} \quad n \to \infty, \]

\[ \text{Var} \mu(n) = \sum_{k=1}^{n} \frac{1}{k} \left( 1 - \frac{1}{k} \right) = \log n + \gamma - \frac{\pi^2}{6} + o(1) \quad \text{as} \quad n \to \infty, \]

where \( \gamma = 0.5772156649 \ldots \) is Euler’s constant. The original paper in this context is Rényi (1962), where the connection between the counting process and the record times was based on the inversion

\( \{L(n) \geq k\} = \{\mu(k) \leq n\} \).

With the renewal context in mind it seems tempting to try our findings in Chapter 1; recall, however, that the indicators are independent but not identically distributed.

Here we illustrate the method via the law of large numbers.

**Theorem 13.8.** We have

\[
\frac{\mu(n)}{\log n} \xrightarrow{\text{a.s.}} 1 \quad \text{as} \quad n \to \infty;
\]

\[
\frac{\log L(n)}{n} \xrightarrow{\text{a.s.}} 1 \quad \text{as} \quad n \to \infty.
\]

**Proof.** Since (centered) indicators are uniformly bounded the conclusion for the counting process follows from the Kolmogorov convergence criterion and Kronecker’s lemma (for details check Rényi (1962) or e.g. Gut (2007), page 308).

In order to prove the second half of the theorem we note that \( L(n) \xrightarrow{\text{a.s.}} \infty \) as \( n \to \infty \) (there is always room for another record), so that Theorem 1.2.1 tells us that

\[
\frac{\mu(L(n))}{\log L(n)} \xrightarrow{\text{a.s.}} 1 \quad \text{as} \quad n \to \infty.
\]

The nominator obviously corresponds to the usual stopped sum which means that the next step would be a kind of sandwich inequality (such as (3.3.2) or (2.4)). However, in this case,

\[
\mu(L(n)) = n,
\]
in other words, there is no overshoot or excess over the boundary. Inserting this into our previous relation yields
\[ \frac{n}{\log L(n)} \xrightarrow{a.s.} 1 \quad \text{as} \quad n \to \infty, \]
and the conclusion follows. \qed

6.14 Problems

1. Prove Theorem 7.5.
2. State (and prove) the theorems that emerge from the applications at the end of Section 6.9.
4. Determine the limit distribution of \((Z^{(x)}_{\tau(t)}, \tau(t))\) mentioned in Remark 10.1.
5. Formulate (and prove) the missing Marcinkiewicz–Zygmund analog to Theorem 10.2 in Section 6.11.
6. Formulate (and prove) the analogs of Theorem 3.4 for Sections 6.10 and 6.11.
7. Formulate (and prove) the missing laws of the iterated logarithm in Section 6.11.
8. Formulate the analogs of Theorems 2.6 and 10.5 for the case \(Z_n = n \cdot g(\bar{Y}_n)\).
9. Combine Theorem 13.4 and (3.6) in order to formulate the corresponding result for the case \(Z_n = n \cdot g(\bar{Y}_n)\).
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A.1 Convergence of Moments. Uniform Integrability

In all probability courses we are told that convergence in probability and convergence in distribution do not imply that moments converge (even if they exist).

*Example 1.1.* The standard example is \( \{X_n, n \geq 1\} \) defined by

\[
P(X_n = 0) = 1 - \frac{1}{n} \quad \text{and} \quad P(X_n = n) = \frac{1}{n},
\]

(1.1)

Then \( X_n \xrightarrow{p} 0 \) as \( n \to \infty \), but, for example,

\[
EX_n \to 1 \quad \text{and} \quad \text{Var } X_n \to \infty \quad \text{as} \quad n \to \infty,
\]

that is, the expected value converges, but not to the expected value of the limiting random variable, and the variance diverges.

The reason for this behavior is that the mass escapes to infinity in a forbidden way.

The adequate concept in this context is the notion of uniform integrability. A sequence of random variables, \( \{X_n, n \geq 1\} \), is said to be *uniformly integrable* if

\[
\lim_{\alpha \to \infty} E|X_n|I\{|X_n| > \alpha\} = 0 \quad \text{uniformly in } n.
\]

(1.2)

It is now easy to see that the sequence defined by (1.1) is not uniformly integrable.

Another way to check uniform integrability is given by the following criterion (see e.g. Gut (2007), Theorem 5.4.1).

**Lemma 1.1.** A sequence \( \{Y_n, n \geq 1\} \) is uniformly integrable iff

\[
(i) \quad \sup_n E|Y_n| < \infty.
\]
(ii) For every $\varepsilon > 0$ there exists $\delta > 0$, such that for all events $A$ with $P(A) < \delta$ we have

$$E|Y_n|I\{A\} < \varepsilon \quad \text{for all } n. \tag{1.3}$$

The following is an important result connecting uniform integrability and moment convergence.

**Theorem 1.1.** Let $0 < r < \infty$, suppose that $E|X_n|^r < \infty$ for all $n$ and that $X_n \overset{p}{\to} X$ as $n \to \infty$. The following are equivalent:

(i) $X_n \to X$ in $L^r$ as $n \to \infty$;

(ii) $E|X_n|^r \to E|X|^r < \infty$ as $n \to \infty$;

(iii) $\{|X_n|^r, n \geq 1\}$ is uniformly integrable.

Furthermore, if $X_n \overset{p}{\to} X$ and one of (i)–(iii) hold, then

(iv) $E|X_n|^p \to E|X|^p$ as $n \to \infty$ for all $p, 0 < p \leq r$.

For proofs, see e.g. Gut (2007), Section 5.5, Loève (1977), pp. 165–166, where this result (apart from (iv)) is called an $L^r$-convergence theorem, or Chung (1974), Theorem 4.5.4.

**Remark 1.1.** The theorem remains obviously true if one assumes convergence almost surely instead of convergence in probability, but also (except for (i)) if one assumes convergence in distribution. For the latter, see Billingsley (1968), Theorem 5.4, cf. also Billingsley (1999), Theorems 3.5 and 3.6 and Gut (2007), Theorem 5.5.9.

**Remark 1.2.** The implications (iii) $\implies$ (i), (ii), (iv) remain true for families of random variables.

**Lemma 1.2.** Let $U$ and $V$ be positive random variables, such that $EU^r < \infty$ and $EV^r < \infty$ for some $r > 0$. Then

$$E(U + V)^r I\{U + V > \alpha\} \leq 2^r EU^r I\{U > \frac{\alpha}{2}\} + 2^r EV^r I\{V > \frac{\alpha}{2}\} \quad (\alpha > 0).$$

**Proof.**

$$E(U + V)^r I\{U + V > \alpha\} \leq E(\max\{2U, 2V\})^r I\{\max\{2U, 2V\} > \alpha\} \leq 2^r EU^r I\{U > \alpha/2\} + 2^r EV^r I\{V > \alpha/2\}. \quad \square$$

**Lemma 1.3.** Let $\{U_n, n \geq 1\}$ and $\{V_n, n \geq 1\}$ be sequences of positive random variables such that, for some $p > 0$,

$$\{U_n^p, n \geq 1\} \quad \text{and} \quad \{V_n^p, n \geq 1\} \quad \text{are uniformly integrable.} \tag{1.4}$$

Then

$$\{(U_n + V_n)^p, n \geq 1\} \quad \text{is uniformly integrable.} \tag{1.5}$$
Proof. We have to show that
\[
\lim_{\alpha \to \infty} E(U_n + V_n)^p I\{U_n + V_n > \alpha\} = 0 \quad \text{uniformly in } n. \quad (1.6)
\]
But this follows from Lemma 1.2 and (1.4).

Remark 1.3. Lemmas 1.2 and 1.3 can be extended to more than two random variables (sequences) in an obvious way.

A.2 Moment Inequalities for Martingales

The most technical convergence results are those where moments of stopped sums are involved, in particular, convergence of such moments. For those results we need some moment inequalities for martingales. The study of such inequalities was initiated in Burkholder (1966). Two further important references are Burkholder (1973) and Garsia (1973).

Just as martingales in some sense are generalizations of sequences of partial sums of independent random variables with mean zero, the martingale inequalities we consider below are generalizations of the corresponding inequalities for such sequences of partial sums of independent random variables obtained by Marcinkiewicz and Zygmund (1937, 1938).

As a preparation for the proofs of the moment convergence results for stopped random walks we proved moment convergence in the ordinary central limit theorem (see Theorem 1.4.2). Since the martingale inequalities below, in the proofs of moment convergence for stopped random walks, will play the role played by the Marcinkiewicz–Zygmund inequalities in the proof of moment convergence in the ordinary central limit theorem, we present the latter inequalities before we derive the former.

Finally, since there is equality for the first and second moments of stopped sums just as in the classical case (Theorem 1.5.3), we close by quoting an application of Doob’s optional sampling theorem to stopped sums, which will be useful.

However, we begin, for completeness, with the definition of a martingale and the most basic convergence result.

Thus, let \((\Omega, \mathcal{F}, P)\) be a probability space, let \(\{\mathcal{F}_n, n \geq 1\}\) be an increasing sequence of sub-\(\sigma\)-algebras of \(\mathcal{F}\) and set \(\mathcal{F}_\infty = \sigma\{\bigcup_{n=1}^{\infty} \mathcal{F}_n\}\) and \(\mathcal{F}_0 = \{\emptyset, \Omega\}\). Further, let \(\{X_n, n \geq 1\}\) be a sequence of integrable random variables.

We say that \(\{(X_n, \mathcal{F}_n), n \geq 1\}\) is a martingale if

(i) \(\{X_n, n \geq 1\}\) is adapted, that is, if \(X_n\) is \(\mathcal{F}_n\)-measurable for all \(n\),

(ii) \(E(X_n|\mathcal{F}_m) = X_m\) for \(m \leq n\).

Recall that a simple example of a martingale is obtained by \(X_n = \sum_{k=1}^{n} Y_k\), where \(\{Y_k, k \geq 1\}\) are independent random variables with mean 0 and \(\mathcal{F}_n = \sigma\{Y_k, k \leq n\}\).
The classical reference for martingale theory is Doob (1953). For more, see e.g. Chung (1974), Neveu (1975) and Gut (2007), Chapter 10.

We say that \( \{ (X_n, \mathcal{G}_n), n \geq 1 \} \) is a reversed martingale if \( \{ \mathcal{G}_n, n \geq 1 \} \) is a \textit{decreasing} sequence of sub-\( \sigma \)-algebras of \( \mathcal{F} \) and

\begin{itemize}
  \item[(i)] \( X_n \) is \( \mathcal{G}_n \)-measurable for all \( n \),
  \item[(ii)] \( E(X_n|\mathcal{G}_m) = X_m \) for \( n \leq m \).
\end{itemize}

Alternatively one can define a reversed martingale exactly like a martingale, but with the index set being the negative integers.

A common example of a reversed martingale is \( X_n = (1/n) \sum_{k=1}^{n} Y_k \), where \( \{ Y_k, k \geq 1 \} \) are i.i.d. random variables with finite mean and \( \mathcal{G}_n = \sigma\{ X_k, k \geq n \} \).

If the equality sign in (ii) of the definitions is replaced by \( \geq (\leq) \) we have sub(super)martingales.

The classical martingale convergence theorems state that an \( L^1 \)-bounded martingale is a.s. convergent and that all reversed martingales converge a.s. and in \( L^1 \).

The following is an important result on moment convergence for martingales (see e.g. Gut (2007), Theorem 10.12.1).

\textbf{Theorem 2.1.} Let \( \{ (X_n, \mathcal{F}_n), n \geq 1 \} \) be a martingale. The following are equivalent:

\begin{itemize}
  \item[(i)] \( \{ X_n, n \geq 1 \} \) is uniformly integrable;
  \item[(ii)] \( X_n \) converges in \( L^1 \) as \( n \to \infty \);
  \item[(iii)] \( X_n \xrightarrow{a.s.} X_\infty \) as \( n \to \infty \), where \( X_\infty \) is integrable and such that \( \{ (X_n, \mathcal{F}_n), 1 \leq n \leq \infty \} \) is a martingale;
  \item[(iv)] there exists a random variable \( Y \) such that \( X_n = E(Y|\mathcal{F}_n) \) for all \( n \).
\end{itemize}

A similar result is true for reversed martingales, but, since ever reversed martingale is, in fact, uniformly integrable, all corresponding conditions are automatically satisfied (check e.g. Gut (2007), Section 16).

\textbf{Moment Inequalities for Sums of Independent Random Variables}

Let \( \{ X_k, k \geq 1 \} \) be a sequence of random variables with the same distribution, such that \( E|X_1|^r < \infty \) for some \( r \geq 1 \), and let \( \{ S_n, n \geq 1 \} \) be their partial sums. It is easy to see, by applying Minkowski’s inequality, that

\[
\| S_n \|_r \leq n \| X_1 \|_r,
\]

which gives an upper bound for \( E|S_n|^r \) of the order of magnitude of \( n^r \). Now, if, for example, the summands are i.i.d. with mean 0 and finite variance, \( \sigma^2 \), the central limit theorem states that

\[
\frac{S_n}{\sqrt{n}} \xrightarrow{d} N(0,1) \quad \text{as} \quad n \to \infty.
\]
In view of the previous section it would therefore follow that $E|S_n/\sqrt{n}|^r$ converges as $n \to \infty$ provided \( \{S_n/\sqrt{n}, n \geq 1\} \) is uniformly integrable, in which case $E|S_n|^r$ would be $O(n^{r/2})$ instead of $O(n^r)$. Below we shall see that this is, indeed, the correct order of magnitude when $r \geq 2$.

By starting with Khintchine’s inequality and Rademacher functions Marcinkiewicz and Zygmund (1937, 1938) proved (without using the central limit theorem) the following celebrated inequalities (see also Gut (2007), Theorem 3.8.1):

Let \( \{X_k, k \geq 1\} \) be independent (not necessarily identically distributed) random variables with mean 0 and a finite moment of some order $r \geq 1$. Let \( \{S_n, n \geq 1\} \) denote the partial sums. Then there exist numerical constants $A_r$ and $B_r$, depending on $r$ only such that

$$A_r E \left( \sum_{k=1}^{n} X_k^2 \right)^{r/2} \leq E|S_n|^r \leq B_r E \left( \sum_{k=1}^{n} X_k^2 \right)^{r/2}. \tag{2.2}$$

If, in particular, the summands are i.i.d. the right most inequality can be estimated by Minkowski’s inequality if $r/2 \geq 1$ and by the $c_r$-inequality if $r/2 \leq 1$ and one obtains

$$E|S_n|^r \leq \begin{cases} B_r nE|X_1|^r, & \text{for } 1 \leq r \leq 2, \\ B_r n^{r/2}E|X_1|^r, & \text{for } r \geq 2. \end{cases} \tag{2.3}$$

For $r = 2$ we have, of course, $ES_n^2 = nEX_1^2$ and, for $r = 1, E|S_n| \leq nE|X_1|$.

Note that (2.3), for $r \geq 2$, can be rewritten as $E|S_n/\sqrt{n}|^r \leq B_r \cdot E|X_1|^r$.

Since, by Fatou’s lemma,

$$\liminf_{n \to \infty} E|S_n/\sqrt{n}|^r \geq E|Z|^r,$$

where $Z$ is normal with mean 0 and variance $\sigma^2$, we have established the correct order of magnitude for these moments. That they actually converge is proved in Theorem 1.4.2, by showing that the sequence \( \{|S_n/\sqrt{n}|^r, n \geq 1\} \) is uniformly integrable.

### Moment Inequalities for Martingales

We now turn our attention to martingale extensions of the Marcinkiewicz–Zygmund inequalities (2.2). The first extension is due to Burkholder (1966), Theorem 9, where it is shown that (2.2) remains true for $r > 1$, if \( \{X_k, k \geq 1\} \) is a sequence of martingale differences and \( \{S_n, n \geq 1\} \) is a martingale. Later Davis (1970) proved that the right hand inequality also holds for $r = 1$. More precisely, the following result is true.

**Theorem 2.2.** Let \( \{(Z_n, \mathcal{F}_n), n \geq 1\} \) be a martingale and set $Y_1 = Z_1$ and $Y_k = Z_k - Z_{k-1}$ for $k \geq 2$. There exist numerical constants $A_r$ and $B_r$ ($r \geq 1$), depending on $r$ only, such that
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(i) \( A_r E \left( \sum_{k=1}^{n} Y_k^2 \right)^{r/2} \leq E |Z_n|^r \leq B_r E \left( \sum_{k=1}^{n} Y_k^2 \right)^{r/2} \quad (r > 1), \)

(ii) \( E |Z_n| \leq B_1 E \left( \sum_{k=1}^{n} Y_k^2 \right)^{1/2} \quad (r = 1). \)

The application of Theorem 2.2 which will be of interest to us is when the martingale is a stopped sum of i.i.d. random variables with mean 0 and finite moment of order \( r \) (\( 1 < r \leq 2 \)). For \( r \geq 2 \) we shall use the following inequality, which is a special case of Burkholder (1973), Theorem 21.1.

Theorem 2.3. Let \( \{ (Z_n, \mathcal{F}_n), n \geq 1 \} \) be a martingale with increments \( \{ Y_k, k \geq 1 \} \). There exists a numerical constant \( B_r \) (\( r \geq 2 \)), depending on \( r \) only, such that

\[
E |Z_n|^r \leq B_r E \left( \sum_{k=1}^{n} E(Y_k^2 | \mathcal{F}_{k-1}) \right)^{r/2} + B_r E \left( \sup_{1 \leq k \leq n} |Y_k|^r \right). \tag{2.4}
\]

In Burkholder (1973) this inequality is proved for more general convex functions than \( |x|^r \).

Remark 2.1. The quantities \( (\sum_{k=1}^{n} Y_k^2)^{1/2} \) and \( (\sum_{k=1}^{n} E(Y_k^2 | \mathcal{F}_{k-1}))^{1/2} \) are called the square function and the conditional square function, respectively, and they play an important role in martingale theory as well as in other branches of mathematics where martingale theory is used. We observe that Theorem 2.2 provides us with a relation between the moments or order \( r \) of the martingale and the square function and Theorem 2.3 gives an upper bound for the moments of order \( r \) of the martingale which involves the moment of order \( r \) of the conditional square function.

An Application of Doob’s Optional Sampling Theorem

Finally, suppose that \( \{ X_k, k \geq 1 \} \) are i.i.d. random variables with mean 0, which are adapted to a sequence of increasing sub-\( \sigma \)-algebras, \( \{ \mathcal{F}_k, k \geq 1 \} \), of \( \mathcal{F} \) and furthermore such that \( X_n \) is independent of \( \mathcal{F}_{n-1} \) for all \( n \geq 1 \) and set \( \mathcal{F}_0 = \{ \emptyset, \Omega \} \)—the typical case being \( \mathcal{F}_n = \sigma\{X_1, \ldots, X_n\} \). Further, set \( S_n = \sum_{k=1}^{n} X_k, \ n \geq 1 \), and let \( \tau \) be a stopping time relative to \( \{ \mathcal{F}_n, n \geq 1 \} \), that is, let \( \tau \) be a positive integer valued random variable, such that

\[
\{ \tau = n \} \in \mathcal{F}_n \quad (n \geq 1). \tag{2.5}
\]

Since \( \{ (S_n, \mathcal{F}_n), n \geq 1 \} \) is a martingale we can apply Doob’s optional sampling theorem (see e.g. Doob (1953), Section 7.2, Chung (1974), Section 9.3 or Gut (2007), Section 10.7), which yields the following result.

Theorem 2.4. Under the above assumptions

\( \{ (S_{\tau \wedge n}, \mathcal{F}_n), n \geq 1 \} \) is a martingale. \tag{2.6}

In particular,

\[ ES_{\tau \wedge n} = 0 \quad \text{for all } n. \tag{2.7} \]
A.3 Convergence of Probability Measures

In this section we shall review some results, which are used in Chapter 5. A basic reference is Billingsley (1968, 1999).

**Definition 3.1.** Let $S$ be a metric space, let $\mathcal{S}$ be the $\sigma$-algebra generated by the open sets and let $\{P_n, n \geq 1\}$ and $P$ be probability measures on $\mathcal{S}$. We say that $P_n$ converges weakly to $P$, denoted $P_n \Rightarrow P$, if

$$\int_S f dP_n \to \int_S f dP \quad (3.1)$$

for all $f \in C(S)$, where $C(S)$ is the set of bounded, continuous, real valued functions on $S$.

The first important case is when $(S, \mathcal{S}) = (C, \mathcal{C})$, where $C = C[0,1]$ is the space of continuous functions on $[0, 1]$ with the uniform metric. In this metric we say that, if $\{x_n, n \geq 1\}$ and $x$ are elements of $C$, then $x_n$ is $U$-convergent to $x$,

$$x_n \to x(U) \quad \text{as} \quad n \to \infty, \quad (3.2)$$

if

$$\sup_{0 \leq t \leq 1} |x_n(t) - x(t)| \to 0 \quad \text{as} \quad n \to \infty. \quad (3.3)$$

When working with random elements, that is, with mappings from our given probability space $(\Omega, \mathcal{S}, P)$ into $S$, we say that a sequence $\{X_n, n \geq 1\}$ of random elements converges in distribution to the random element $X$,

$$X_n \Rightarrow X \quad \text{as} \quad n \to \infty, \quad (3.4)$$

if the corresponding measures converge weakly in the sense of Definition 3.1.

**Remark 3.1.** Sometimes it will be convenient to add a letter above the arrow, which denotes the topology considered. (For the space $C$ this is, in general, not necessary; see further below.) We shall also use the mixture $X_n \Rightarrow P$ as $n \to \infty$.

Now, let $x \in C$ and define $\pi_{t_1, \ldots, t_k}$ as the mapping that carries $x$ to $(x(t_1), \ldots, x(t_k)) \in R^k$ $(k \geq 1)$.

The sets of the form $\pi_{t_1, \ldots, t_k}^{-1} H$ with $H$ a Borel set in $R^k$ $(k \geq 1)$ constitute the finite-dimensional sets. Now, the convergence of all finite-dimensional distributions does not in general imply weak convergence. In order to find additional criteria for this to be the case we introduce the concept of tightness.

**Definition 3.2.** Let $S$ be a metric space. A family $\pi$ of probability measures is tight if for every $\varepsilon > 0$ there exists a compact set $K$ such that

$$P\{K\} > 1 - \varepsilon \quad \text{for all} \quad P \in \pi. \quad (3.5)$$

The following theorem then holds.
Theorem 3.1. Let \( \{P_n, n \geq 1\} \) and \( P \) be probability measures on \((C, \mathcal{C})\). If the finite-dimensional distributions of \( P_n \) converge to those of \( P \) and if \( \{P_n, n \geq 1\} \) is tight, then \( P_n \Longrightarrow P \) as \( n \to \infty \).

It still remains to find criteria which allow us to apply this result. One important case of interest in the context of the present book is the functional central limit theorem called Donsker’s theorem, which we now present.

Let \( \{\xi_k, k \geq 1\} \) be i.i.d. random variables defined on a common probability space \((\Omega, \mathcal{F}, P)\) and suppose that \( E\xi_1 = 0 \) and \( \text{Var}\xi_1 = \sigma^2 < \infty \). Further, set \( S_n = \sum_{k=1}^{n} \xi_k, \ n \geq 0 \), \( (S_0 = 0) \) and define

\[
X_n(t, \omega) = \frac{1}{\sigma \sqrt{n}} S_{\lfloor nt \rfloor}(\omega) + \frac{nt - \lfloor nt \rfloor}{\sigma \sqrt{n}} \xi_{\lfloor nt \rfloor + 1}(\omega) \quad (0 \leq t \leq 1).
\]

(3.6)

Theorem 3.2. \( X_n \Longrightarrow W \) as \( n \to \infty \), where \( W = \{W(t), 0 \leq t \leq 1\} \) is the Wiener measure on \((C, \mathcal{C})\).

For the case when the variance is not necessarily finite a similar result will be stated below. In this situation, however, the limiting processes, the stable processes, no longer have continuous paths.

Definition 3.3. \( D = D[0, 1] \) is the space of functions on \([0, 1]\) that are right-continuous and have left-hand limits. Also, \( \mathcal{D} \) denotes the \( \sigma \)-algebra generated by the open sets in the \( J_1 \)-topology defined below. (The open sets in the \( M_1 \)-topology defined below actually generate the same \( \sigma \)-algebra.)

Remark 3.2. All discontinuities of elements of \( D \) are of the first kind.

Remark 3.3. \( C \) is a subset of \( D \).

For the space \( D \) we shall define two different topologies; the \( J_1 \)-topology and the \( M_1 \)-topology, which were introduced in Skorohod (1956).

Definition 3.4. Let \( \Lambda \) denote the class of strictly increasing, continuous mappings of \([0, 1]\) onto itself, such that \( \lambda(0) = 0 \) and \( \lambda(1) = 1 \) for all \( \lambda \in \Lambda \). Suppose that \( \{x_n, n \geq 1\} \) and \( x \) are elements of \( D \). We say that \( x_n \) is \( J_1 \)-convergent to \( x \),

\[
x_n \to x(J_1) \quad \text{as} \quad n \to \infty,
\]

(3.7)

if there exist \( \{\lambda_n, n \geq 1\} \) in \( \Lambda \), such that

\[
\sup_{0 \leq t \leq 1} |\lambda_n(t) - t| \to 0 \quad \text{and} \quad \sup_{0 \leq t \leq 1} |x_n(\lambda_n(t)) - x(t)| \to 0 \quad \text{as} \quad n \to \infty.
\]

(3.8)

Definition 3.5. Define the graph \( G(x) \) as the subset of \( R \times [0, 1] \), which contains all pairs \((x, t)\), such that, for all \( t \in [0, 1] \), the point \( x \) belongs to the segment joining \( x(t-) \) and \( x(t) \), that is

\[
G(x) = \{(x, t) : 0 \leq t \leq 1\} \quad \text{and} \quad x(t-) \leq x \leq x(t).
\]

(3.9)

\( G(x) \) is a continuous curve in \( R \times [0, 1] \). The pair of functions \((y(s), t(s))\) gives a parametric representation of the graph if \((y(s), t(s))\) is a continuous \( 1-1 \) mapping of \([0, 1]\) onto \( G(x) \), such that \( t(s) \) is nondecreasing.
**Definition 3.6.** Suppose that \( \{x_n, n \geq 1\} \) and \( x \) are elements of \( D \). We say that \( x_n \) is \( M_1 \)-convergent to \( x \),

\[
x_n \rightarrow x(M_1) \quad \text{as} \quad n \rightarrow \infty,
\]

if there exist parametric representations \((y_n(s), t_n(s))\) of \( G(x_n) \) and \((y(s), t(s))\) of \( G(x) \), such that

\[
\sup_{\{s:0 \leq s \leq 1\}} (|y_n(s) - y(s)| + |t_n(s) - t(s)|) \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty.
\]

(3.11)

**Remark 3.4.** The \( M_1 \)-topology is weaker than the \( J_1 \)-topology, which, in turn, is weaker than the \( U \)-topology. If the limit \( x \in C \), then the \( J_1 \)-topology and the \( M_1 \)-topology both reduce to the \( U \)-topology.

We are now ready to state the stable counterpart of Theorem 3.2. Let \( \{\xi_k, k \geq 1\} \) be i.i.d. random variables with mean 0 and set \( S_n = \sum_{k=1}^{n} \xi_k \), \( n \geq 0 \). Suppose that \( \{B_n, n \geq 1\} \) are positive, normalizing coefficients such that

\[
\frac{S_n}{B_n} \xrightarrow{d} G_\alpha \quad \text{as} \quad n \rightarrow \infty,
\]

(3.12)

where \( G_\alpha \) is (a random variable distributed according to) a stable law with index \( \alpha \) (1 < \( \alpha \) ≤ 2) and define

\[
X_n(t, \omega) = \frac{S_{[nt]}(\omega)}{B_n} \quad (0 \leq t \leq 1).
\]

(3.13)

**Theorem 3.3.** \( X_n \xrightarrow{J_1} X \) as \( n \rightarrow \infty \), where \( X \in D[0, 1] \) is the stable process whose one-dimensional marginal distribution at \( t = 1 \) is \( G_\alpha \).

In connection with this result we also refer to Gikhman and Skorohod (1969), Chapter IX.6.

**Remark 3.5.** When \( \sigma^2 = \text{Var} \xi_1 < \infty \) we can use \( B_n = \sigma \sqrt{n} \) in (3.13) and it follows that \( X_n \xrightarrow{J_1} W \) as \( n \rightarrow \infty \), but we can actually conclude that \( X_n \xrightarrow{U} W \) as \( n \rightarrow \infty \). In this case we may define \( X_n \) by (3.6) or by (3.13), see Remark 3.4.

The processes studied in Chapter 5 are all suitable functions of \( \{X_n, n \geq 1\} \) as defined by (3.6) or (3.13). Instead of verifying that Theorem 3.1 is applicable we shall use so-called continuous mapping theorems.

**Theorem 3.4.** Let \( S \) and \( S' \) be metric spaces, let \( h : S \rightarrow S' \) be measurable and define

\[
D_h = \text{the set of discontinuities of} \ h.
\]

(3.14)

If

\[
P_n \Rightarrow P \quad \text{as} \quad n \rightarrow \infty \quad \text{and} \quad P(D_h) = 0,
\]

(3.15)
then
\[ P_n h^{-1} \Rightarrow P h^{-1} \quad \text{as} \quad n \to \infty. \tag{3.16} \]

The corresponding counterpart for random elements is the following.

**Theorem 3.5.** Let \( S, S', h \) and \( D_h \) be as before and suppose that \( \{X_n, n \geq 1\} \) and \( X \) are random elements of \( S \). If
\[ X_n \Rightarrow X \quad \text{as} \quad n \to \infty \quad \text{and} \quad P(X \in D_h) = 0, \tag{3.17} \]
then
\[ h(X_n) \Rightarrow h(X) \quad \text{as} \quad n \to \infty. \tag{3.18} \]

It is also possible to obtain such a result for a sequence of functions, \( \{h_n, n \geq 1\} \), which are not necessarily the same. Following is the result corresponding to Theorem 3.5.

**Theorem 3.6.** Let \( S \) and \( S' \) be separable metric spaces and suppose that \( \{h_n, n \geq 1\} \) and \( h \) are measurable mappings from \( S \) to \( S' \). If
\[ X_n \Rightarrow X \quad \text{as} \quad n \to \infty \quad \text{and} \quad P(X \in E) = 0, \tag{3.19} \]
where
\[ E = \{ x : h_n x_n \Rightarrow h x \ \text{for some} \ \{x_n, n \geq 1\}, \ such \ that \ x_n \to x \}, \tag{3.20} \]
then
\[ h_n(X_n) \Rightarrow h(X) \quad \text{as} \quad n \to \infty. \tag{3.21} \]

**Remark 3.6.** If \( h_n = h \ (n \geq 1) \) then \( E = D_h \).

**Remark 3.7.** The spaces \((C, U), (D, J_1)\) and \((D, M_1)\) are separable (whereas \((D, U)\) is not).

If, for example, we wish to apply Theorem 3.5 to Theorem 3.2 it follows that, if \( h \) is continuous on \( C \), then \( h(X_n) \Rightarrow h(W) \) as \( n \to \infty \). If we cannot compute the limiting distribution of \( h(W) \) directly, it may be possible to compute the limit of the distributions of \( h(X_n) \) as \( n \to \infty \) for some special choice of \( \{\xi_k, k \geq 1\} \) and thus, since the theorem tells us that the limit of \( h(X_n) \) is \( h(W) \) irrespectively of the sequence \( \{\xi_k, k \geq 1\} \), this provides us with a method to compute the distribution of \( h(W) \). Theorems 3.2 and 3.3 are therefore sometimes called (weak) invariance principles.

The continuous mapping theorems just mentioned are related to convergence in distribution. Similarly one can state such theorems for other convergence modes. However, the following result, due to Skorohod (1956, §3) (see also Vervaat (1972a,b) and Whitt (1980), Section 1 and references given there) shows that it actually suffices to consider deterministic continuous mapping results.
Theorem 3.7. Let \( \{X_n, n \geq 1\} \) and \( X \) belong to a separable metric space and suppose that \( X_n \Rightarrow X \) as \( n \to \infty \). Then there exists a probability space supporting the random elements \( \{Y_n, n \geq 1\} \) and \( Y \) such that
\[
Y_n \overset{d}{=} X_n \quad (n \geq 1) \quad \text{and} \quad Y \overset{d}{=} X
\]
and such that
\[
Y_n \xrightarrow{a.s.} Y \quad \text{as} \quad n \to \infty.
\]

Let us, as an example, show how this result can be used to prove Theorem 3.5.

Example 3.1. Suppose that \( h \) is a continuous functional and that \( X_n \Rightarrow X \) as \( n \to \infty \). Then, since \( Y_n \xrightarrow{a.s.} Y \) we have
\[
h(Y_n) \xrightarrow{a.s.} h(Y)
\]
and hence
\[
h(Y_n) \Rightarrow h(Y) \quad \text{as} \quad n \to \infty.
\]
Finally, since \( h(Y_n) \overset{d}{=} h(X_n) \quad (n \geq 1) \) and \( h(Y) \overset{d}{=} h(X) \), we conclude that \( h(X_n) \Rightarrow h(X) \) as \( n \to \infty \).

The continuity of a number of functions is investigated in Whitt (1980).

Remark 3.8. The above theory has been generalized to the space \( D[0, \infty) \), see Lindvall (1973), as follows.

Let \( \{X_n, n \geq 1\} \) and \( X \) be random elements in \( (D[0, \infty), D[0, \infty]) \) and define, for \( b > 0 \), \( r_b : D[0, \infty) \to D[0, b] \) by
\[
(r_b x)(t) = x(t) \quad (t \leq b).
\]
Then
\[
X_n \overset{J_1}{\Rightarrow} X \quad \text{as} \quad n \to \infty \quad \text{iff} \quad r_b X_n \overset{J_1}{\Rightarrow} r_b X \quad \text{as} \quad n \to \infty,
\]
for every \( b \), such that \( P(X(b) \neq X(b-)) = 0 \). The same is true for the other two topologies discussed above. Thus, convergence in \( C[0, \infty) \) is uniform convergence on compact sets. It is easily seen that the proofs of Theorems 3.2 and 3.3 carry over to \( C[0, b] \) and \( D[0, b] \) for any \( b > 0 \), that is, the results also hold true in \( C[0, \infty) \) and \( D[0, \infty) \), respectively. In our problems in Chapter 5 it is more natural and also easier to work in the latter spaces.

When considering Anscombe type results we shall use random time changes (cf. Billingsley (1968), Section 17, Billingsley (1999), Section 14). To do so we also need the space \( D_0 = D_0[0, \infty) \), which consists of all elements \( \varphi \) of \( D[0, \infty) \) that are nondecreasing and satisfy \( \varphi(t) \geq 0 \quad (t \geq 0) \). This space is topologized by the relativized \( J_1 \)-topology.

For \( x \in D \) and \( \varphi \in D_0 \) we let \( x \circ \varphi \) denote the composition of \( x \) and \( \varphi \), which is defined through the relation
\[
(x \circ \varphi)(t) = x(\varphi(t)).
\]
This is a measurable mapping \( D \times D_0 \to D \).

We shall also use the following results, which involve the notion of convergence in probability, defined next.
Definition 3.7. Let \((S, \rho)\) be a metric space. If for some \(a \in S\) we have
\[
P(\rho(X_n, a) \geq \varepsilon) \to 0 \quad \text{as} \quad n \to \infty \quad \text{for all} \quad \varepsilon > 0,
\]
(3.27)
we say that \(X_n\) converges in probability to \(a\) as \(n \to \infty\) and write \(X_n \xrightarrow{p} a\) as \(n \to \infty\).

Theorem 3.8. Let \((S, \rho)\) be a separable, metric space and suppose that \(\{X_n, n \geq 1\}, \{Y_n, n \geq 1\}\) and \(X\) are random elements of \(S\), such that \(X_n\) and \(Y_n\) have the same domain for each \(n\). If
\[
X_n \Rightarrow X \quad \text{and} \quad \rho(X_n, Y_n) \xrightarrow{p} 0 \quad \text{as} \quad n \to \infty,
\]
(3.28)
then
\[
Y_n \Rightarrow X \quad \text{as} \quad n \to \infty.
\]
(3.29)

Theorem 3.9. Let \(\{X_n, n \geq 1\}\) and \(X\) be random elements of \(S'\) and let \(\{Y_n, n \geq 1\}\) be random elements of \(S''\), where \(S'\) and \(S''\) are separable, metric spaces. Further, assume that \(X_n\) and \(Y_n\) have the same domain for each \(n\). If
\[
X_n \Rightarrow X \quad \text{and} \quad Y_n \xrightarrow{p} a \quad \text{as} \quad n \to \infty,
\]
(3.30)
then
\[
(X_n, Y_n) \Rightarrow (X, a) \quad \text{as} \quad n \to \infty.
\]
(3.31)

A.4 Strong Invariance Principles

Just as Donsker’s theorem above extends the central limit theorem, the classical Hartman–Wintner law of the iterated logarithm has been extended by Strassen (1964), see also e.g. Stout (1974), Chapter 5.

Let \(\{\xi_k, k \geq 1\}\) be i.i.d. random variables with mean 0 and (for convenience) variance 1 and define, for \(n \geq 3\),
\[
X_n(t, \omega) = \frac{1}{\sqrt{2n \log \log n}} S_{[nt]}(\omega) + \frac{nt - [nt]}{\sqrt{2n \log \log n}} \xi_{[nt]+1}(\omega) \quad (0 \leq t \leq 1),
\]
(4.1)
where, as always, \(S_n = \sum_{k=1}^{n} \xi_k, n \geq 0\).

The Hartman–Wintner (1941) law (cf. also Gut (2007), Theorem 8.1.2) states that
\[
\limsup_{n \to \infty} \left( \liminf_{n \to \infty} X_n(1) \right) = \begin{cases} +1 & \text{a.s.}, \\ -1 & \text{a.s.}, \end{cases}
\]
(4.2)
that is, the extreme limit points of \(\{X_n(1), n \geq 3\}\) are +1 and −1.

A strengthening of this result is that
\[
C(\{X_n(1), n \geq 3\}) = [-1, 1] \quad \text{a.s.,}
\]
(4.3)
that is, the set of limit points of \( \{X_n(1), n \geq 3\} \) are, in fact, all points between the extreme limit points, see e.g. Stout (1974), Section 5.3, De Acosta (1983), Theorem 2.5 or Gut (2007), Theorem 8.6.1. (\( C\{x_n\} \) denotes the cluster set of \( \{x_n\} \).

The result below describes the set of limit points of \( \{X_n(t) \mid 0 \leq t \leq 1\}, n \geq 3 \). The method in Strassen (1964) is to prove such a result for Brownian motion and then to use a strong approximation result, which states that the pathwise behaviors of \( X_n(t) \mid 0 \leq t \leq 1 \) and of Brownian motion are “close.” (Note the difference with Donsker’s theorem which is a distributional result.) Theorem 4.1 below is therefore sometimes called a strong invariance principle or an almost sure invariance principle.

To describe the result we let

\[
K = \left\{ x \in AC[0, 1] : x(0) = 0 \text{ and } \int_0^1 (x'(t))^2 dt \leq 1 \right\}, \tag{4.4}
\]

where \( AC \) denotes the set of absolutely continuous functions. If \( x \) is considered as being the motion of a particle of mass 2 from 0 to 1, then \( K \) is the set of motions starting at 0 and with kinetic energy at most equal to one.

**Lemma 4.1.** \( K \) is compact (in the uniform topology).

**Proof.** See Stout (1974), pp. 282–284. \( \square \)

We are now ready to state Strassen’s result.

**Theorem 4.1.** With probability one the sequence \( \{X_n, n \geq 3\} \), defined in (4.1), is relatively compact (in the uniform topology) and the set of its limit points coincides with \( K \).

**Remark 4.1.** Since the projections are continuous mappings (cf. above) we obtain (4.3) and the Hartman–Wintner law (4.2) as trivial corollaries. The reason we mention De Acosta (1983) above is that (to the best of our knowledge) this is the first place where a direct proof of (4.3) based on elementary methods only is given (that is, neither Strassen’s result nor Skorohod embedding is used); see also Gut (2007), Theorem 8.6.1.

For more on the law of the iterated logarithm we refer to the survey paper by Bingham (1986).

**Remark 4.2.** For the extension to \( D[0, \infty) \) we refer to Vervaat (1972a), (see also Vervaat (1972b)).

### A.5 Problems

1. Show that the sequence given in (1.1) is not uniformly integrable.
2. Let \( \{Y_n, n \geq 1\} \) be such that \( \sup_n E|Y_n|^r < \infty \). Show that \( \{|Y_n|^p, n \geq 1\} \) is uniformly integrable for all \( p, 0 < p < r \).
3. Observe the strict inequality, \( p < r \), in Problem 2. Compare with the sequence (1.1) and \( r = 1 \). Show that \( \sup_n E|X_n| < \infty \) but that \( \{|X_n|, n \geq 1\} \) is not uniformly integrable.

4. Prove Lemma 1.1.

5. Let \( \{U_n, n \geq 1\} \) and \( \{V_n, n \geq 1\} \) be nonnegative sequences of random variables, such that \( U_n \leq V_n \) a.s. Show that if \( \{V_n, n \geq 1\} \) is uniformly integrable, then so is \( \{U_n, n \geq 1\} \).

6. Deduce (2.3) from (2.2).

7. Let \( \{X_k, k \geq 1\} \) be independent random variables, such that \( EX_k = \mu_k \) and \( \text{Var} X_k = \sigma_k^2 \) exist, finite. Set \( S_n = \sum_{k=1}^{n} X_k, m_n = \sum_{k=1}^{n} \mu_k \) and \( s_n^2 = \sum_{k=1}^{n} \sigma_k^2 \) and define \( \mathcal{F}_n = \sigma\{X_1, \ldots, X_n\}, n \geq 0 \). Prove that
\[
\{(S_n - m_n)^2 - s_n^2, \mathcal{F}_n), n \geq 1\} \text{ is a martingale.} \tag{5.1}
\]

8. Let \( \{X_k, k \geq 1\} \) be a sequence of i.i.d. random variables with finite mean. Set \( S_n = \sum_{k=1}^{n} X_k, n \geq 1 \), and define, for \( n \geq 1 \), \( \mathcal{G}_n = \sigma\{S_k, k \geq n\} \). Show that
\[
\left\{ \left( \frac{S_n}{n}, \mathcal{G}_n \right), n \geq 1 \right\} \text{ is a reversed martingale.} \tag{5.2}
\]

9. Let \( \tau \) be a stopping time relative to an increasing sequence of \( \sigma \)-algebras and set \( \tau_n = \tau \wedge n \). Show that \( \tau_n \) is a stopping time.

10. Let \( \tau_1 \) and \( \tau_2 \) be stopping times relative to an increasing sequence of \( \sigma \)-algebras. Show that \( \tau_1 \wedge \tau_2 \) and \( \tau_1 \vee \tau_2 \) are stopping times.

11. What about Problem 10 when \( \tau_1 \) and \( \tau_2 \) are stopping times relative to different increasing sequences of \( \sigma \)-algebras?

12. Let \( \{X_n, n \geq 1\} \) and \( X \) be real valued random variables.

   a) What does it mean to say that \( \{X_n, n \geq 1\} \) is tight?

   b) Show that, if \( X_n \) converges in distribution to \( X \) as \( n \to \infty \), then \( \{X_n, n \geq 1\} \) is tight. (Compare with Theorem 3.1; in the real valued case tightness is automatic.)

13. Show that the \( J_1 \)-topology is weaker than the \( U \)-topology, that is, let \( \{x_n, n \geq 1\} \) and \( x \) be elements of \( D \) and show that \( x_n \to x(U) \implies x_n \to x(J_1) \).

14. Let \( \{x_n, n \geq 1\} \) be elements of \( D \) and suppose that \( x \in C \). Show that \( x_n \to x(J_1) \iff x_n \to x(U) \).
B

Some Facts about Regularly Varying Functions

B.1 Introduction and Definitions

Regular variation was introduced by Karamata (1930). The theory of regularly varying functions has proved to be important in many branches of probability theory. In this appendix we present definitions and a few facts that are needed in this book. For further reading we suggest Feller (1971), de Haan (1970), Seneta (1976) and Bingham et al. (1987). For a short introduction to regular variation one may also consult Gut (2007), Section A.7.

Definition 1.1. A positive, measurable function $U$ on $(0, \infty)$ is regularly varying (at infinity) with exponent $\rho$ ($-\infty < \rho < \infty$) if

$$\frac{U(tx)}{U(t)} \to x^\rho \quad \text{as } t \to \infty$$

(1.1)

for all $x > 0$.

A function that is regularly varying with exponent 0 is called slowly varying.

Definition 1.2. A positive, measurable function $L$ on $(0, \infty)$ is slowly varying (at infinity) if

$$\frac{L(tx)}{L(t)} \to 1 \quad \text{as } t \to \infty$$

(1.2)

for all $x > 0$.

Suppose $U$ is regularly varying with exponent $\rho$. It is then easy to see that we can write

$$U(x) = x^\rho L(x),$$

(1.3)

where $L$ is slowly varying.
Remark 1.1. One can also define regular and slow variation at some finite point \( a \). We shall, however, only deal with regular and slow variation at infinity.

Typical examples of regularly varying functions are

\[
x^\rho, \ x^\rho \log x, \ x^\rho \frac{\log x}{\log \log x}, \text{ etc.}
\]

Typical examples of slowly varying functions are

\[
\log x, \ \log \log x, \text{ etc.,}
\]

but also functions having a finite, positive limit as \( x \to \infty \), such as \( \arctan x \).

Remark 1.2. We tacitly assume that the examples above have been modified so that they are positive for all \( x > 0 \).

### B.2 Some Results

We now present some results for regularly and slowly varying functions. We give no proofs (apart from one exception); they can all be found in the main references above. Also, for the “typical examples” mentioned above the results are fairly trivial.

**Lemma 2.1 (A Representation Formula).** A function \( L \) varies slowly iff it is of the form

\[
L(x) = c(x) \cdot \exp \left\{ \int_1^x \frac{\varepsilon(y)}{y} \, dy \right\},
\]

where \( \varepsilon(x) \to 0 \) and \( c(x) \to c \ (0 < c < \infty) \) as \( x \to \infty \).

**Remark 2.1.** It follows from this result that if \( L \) varies slowly then

\[
x^{-\varepsilon} < L(x) < x^\varepsilon
\]

for any fixed \( \varepsilon > 0 \) and all sufficiently large \( x \).

Next we note that the ratio between the arguments in the definitions is constant, \( x \). It is an easy exercise to show that if \( L \) is slowly varying and \( \{a_n, n \geq 1\} \) and \( \{b_n, n \geq 1\} \) are sequences of positive reals, such that

\[
\frac{a_n}{b_n} \to c \ (0 < c < \infty) \quad \text{as} \quad n \to \infty,
\]

then

\[
\frac{L(a_n x)}{L(b_n)} \to 1 \quad \text{as} \quad n \to \infty.
\]

A similar result holds for regularly varying functions.

The following result, due to Sreehari (1970), is a kind of converse.
Lemma 2.2. Let \( f(t) \) and \( g(t) \) be real valued functions tending to infinity as \( t \to \infty \) and let \( L(t) \) be a slowly varying function. If
\[
\left( \frac{f(t)}{g(t)} \right)^p \cdot \frac{L(f(t))}{L(g(t))} \to 1 \quad \text{as } t \to \infty \quad \text{for some } p \neq 0 \quad (2.5)
\]
then
\[
\frac{f(t)}{g(t)} \to 1 \quad \text{as } t \to \infty. \quad (2.6)
\]

Proof. Set \( h_* = f \wedge g \) and \( h^* = f \vee g \). We use the representation formula for slowly varying functions given in Lemma 2.1, which yields
\[
\left( \frac{f(t)}{g(t)} \right)^p \cdot \frac{L(f(t))}{L(g(t))} = \left( \frac{f(t)}{g(t)} \right)^p \cdot \frac{c(f(t))}{c(g(t))} \cdot \exp \left\{ \text{sign}(f(t) - g(t)) \cdot \int_{h_*(t)}^{h^*(t)} \frac{\varepsilon(y)}{y} \, dy \right\}. \quad (2.7)
\]
By the mean value theorem we have
\[
\int_{h_*(t)}^{h^*(t)} \frac{\varepsilon(y)}{y} \, dy = \bar{\varepsilon}(t) \log \frac{h^*(t)}{h_*(t)}, \quad (2.8)
\]
where
\[
\inf_{h_*(t) \leq s \leq h^*(t)} \varepsilon(s) \leq \bar{\varepsilon}(t) \leq \sup_{h_*(t) \leq s \leq h^*(t)} \varepsilon(s).
\]
Since the LHS in (2.7) tends to 1 and \( c(f(t))/c(g(t)) \to 1 \) as \( t \to \infty \) it follows that
\[
\left( \frac{f(t)}{g(t)} \right)^p \cdot \left( \frac{h^*(t)}{h_*(t)} \right)^{\bar{\varepsilon}(t) \cdot \text{sign}(f(t) - g(t))} \to 1 \quad \text{as } t \to \infty, \quad (2.9)
\]
which is the same as
\[
\left( \frac{f(t)}{g(t)} \right)^{p+\bar{\varepsilon}(t)} \to 1 \quad \text{as } t \to \infty. \quad (2.10)
\]
The conclusion now follows from the fact that \( \bar{\varepsilon}(t) \to 0 \) as \( t \to \infty \). \qed

We finally need a limit theorem for the case when \( U \) has a density, \( u \).

Lemma 2.3. Suppose that \( \rho \geq 0 \) and that \( U \) has an ultimately monotone density \( u \). Then
\[
\frac{tu(t)}{U(t)} \to \rho \quad \text{as } t \to \infty. \quad (2.11)
\]

For the case \( \rho = 0 \) we also refer to Gut (1974a), Lemma 3.1(a).
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